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Abstract. In this paper, we describe a general theory of modules over an algebra over an operad. We
also study functors between categories of modules. Specializing to the operad Ed of little d-dimensional
disks, we show that each (d − 1) manifold gives rise to a theory of modules over Ed-algebras and each
bordism gives rise to a functor from the category defined by its incoming boundary to the category
defined by its outgoing boundary. We describe how to assemble these categories into a map from a
certain ∞-operad to the ∞-operad of ∞-categories.
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Introduction

A standard idea in mathematics is to study algebras through their representations, also known as
modules. This idea can be applied to various notions of algebras (associative algebras, commutative
algebras, Lie algebras, etc.). If we have to deal with more complicated types of algebras defined by an
operad, we must first understand what the correct notion of module is. There is a definition of operadic
modules over an algebra over an operad, but this is too restrictive in our opinion. For instance, operadic
modules over associative algebras are bimodules. However, left modules are at least equally interesting
as bimodules. This suggests that, in general, there are several interesting theories of modules over an
algebra.

Our first contribution in this paper is to classify all objects that can sensibly be called modules over
an algebra over a certain operad. As it turns out, for a given operad O, notions of modules over O-
algebras are in one-to-one correspondence with associative algebras in the symmetric monoidal category
of right O-modules (see 3.1). For P an associative algebra in right modules over O, we say that a module
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parametrized by this particular object is a P -shaped module. For instance left modules, right modules
and bimodules are three different shapes of modules for the operad Ass.

An interesting feature of the categories of modules of a certain shape over a certain kind of algebra
is that they usually carry operations that are present, independently of what the algebra is. Those
operations are entirely determined by the type of algebra and the shape of the module. For example, if
one takes a commutative algebra, then the category of left modules has a symmetric monoidal structure.
If the algebra is only associative, then this symmetric monoidal structure does not exist. On the other
hand, on the category of bimodules over an associative algebra, there exists a monoidal structure.

Monoidal or symmetric monoidal structure on categories are not specific to homotopy theory and can
be found in most fields of mathematics. However, when working in a homotopy theoretic context, one
may encounter monoidal structure parametrized by operads in spaces. For instance, it has been proved
by Lurie in [Lur11] that if A is an Ed+1-algebra, there is an Ed-monoidal structure on the category of
left modules over A. If d is at least 3, there is no classical analogue of an Ed-monoidal category. A
similar kind of result, also due to Lurie, is that the category of operadic Ed-modules has an Ed-monoidal
structure. This last result is the main step in Lurie’s proof of Deligne’s conjecture.

Our second main contribution in this paper is to construct operations on categories of modules over
algebras of a certain type that generalize all those that we have just mentioned.

Before explaining these operations, let us say a few words about our language. The paper [Lur11] uses
∞-categorical techniques. We have decided to use model categories instead. Most models of∞-categories
admit a strict enrichment in spaces, which allows one to speak of an ∞-category which is O-monoidal
for some operad in spaces O. On the other hand, as far as we know, there is no accepted definition of
an O-monoidal model category. In this paper we suggest a definition of such an object by constructing a
simplicial operad of model categories (see 2.7).

The objects of this operad are model categories, the morphisms are given by left Quillen multi-functors
and weak equivalences between them. We also extends Rezk’s nerve to a functor from the operad of model
category to the operad of complete Segal spaces (see 2.16). Hence, if we have an operad O, we can make
sense of what an O-algebra in model category is. We just define it to be a map from O to our operad of
model categories. Using our comparison map we see that such a data induces an O-algebra structure on
the corresponding complete Segal space, which means that our theory is homotopically sensible.

Coming back to our initial problem, our approach is to put a model structure on the categories of
modules we have constructed (see 3.13). This first step is quite standard. At this stage, for a given
operad O and a given (cofibrant) O-algebra A, we are able to construct a function P 7→ PModA which
sends an associative algebra in right O-modules to a model category of P -shaped A-modules.

Our next step is to extends this function to a map of operad from a simplicial operad Mor(O) to the
operad of model categories (see 3.20). The operad Mor(O) is the Morita operad of ModO. Its objects are
associative algebras in ModO and its morphisms are given by bimodules and weak equivalences between
them.

As a particular example we study the case of Ed-algebra. We construct categories of modules associated
to (d − 1)-manifolds (see 4.9) and construct functors between these categories of modules indexed by
bordisms (see 6.9). In the end, the structure we produce is a map of operad from a certain operad f Ĉobd
(defined in 6.13) closely related to the symmetric monoidal category of cobordims to the operad of model
categories. As a corollary, we recover the fact that the category of operadic Ed-modules over an Ed-algebra
is an Ed-monoidal category and that the category of left modules is an Ed−1-monoidal category.

We also study the case of commutative algebras. In that case we show that factorization homology
reduces to the tensor product between spaces and commutative algebras generalizing a result of [MSV97].
We also construct operations on the various categories of modules over a commutative algebra indexed
by cospans of spaces (see 5.10).
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Related work. The idea of using right O-modules to construct interesting invariants of O-algebras was
initiated in [Fre09].

The idea of a 2-category of model categories is mentioned without any definition in [Hov99]. It is also
implicit in several papers of Dugger.

In [Lur11], the author shows that the category of operadic Ed-module over an Ed-algebra carries an
action of the operad Ed. Our work extends this action to an action of the operad of cobordisms from
copies of the (d− 1)-spheres to the (d− 1)-sphere.

The recent paper [Toë13] shows that for nice operads O in spaces, the operad O acts on O(2) via
cospans of spaces. In our language, we see that if A is a commutative algebra in C, then

∫
O(2)A is an

O-algebra in Mor(C). In particular, LMod∫
O(2)

A
is an O-algebra in ModCat.

The existence of a fully extended topological field theory constructed from an Ed-algebra was sketched
in [Lur09b]. A rigorous construction will appear in [CS14a] and [CS14b]. In this paper, we construct the
restriction of this field theory in dimension d and d− 1.

Acknowledgments. This paper was mainly developed during my time as a graduate student at MIT.
I would like to thank my advisor Haynes Miller for his guidance. This work also benefited a lot from
conversations with Clark Barwick, David Ayala, Ricardo Andrade and Pedro Boavida de Brito.

Conventions.

• A boldface letter or word like X or Mod always denotes a category.
• All categories are assumed to be simplicial. If they are ordinary categories we give them the dis-
crete simplicial structure. We denote by Fun(X,Y) the simplicial category of simplicial functors
from X to Y.

• MapX(X,Y ) denotes the simplicial set of maps between X and Y in the category X.
• X(X,Y ) denotes the set of maps from X to Y in the category X. Equivalently, X(X,Y ) is the

set of 0-simplices of MapX(X,Y ).
• A calligraphic letter like M always denotes a (colored) operad in the category of simplicial sets.
• If C is a symmetric monoidal simplicial categoy, C[M] denotes the category of M-algebras in C.
• The symbol ∼= denotes an isomorphism. The symbol ' denotes an isomorphism in the homotopy
category (i.e. a zig-zag of weak equivalences).

• The letters Q and R generically denote the cofibrant and fibrant replacement functor in the
ambient model category. There is a natural transformation Q→ id and id→ R.

• In this work, the word space usually means simplicial set. We try to say topological spaces when
we want to talk about topological spaces.

• We allow ourselves to treat topological spaces as simplicial sets without changing the notation.
The reader is invited to apply the functor Sing as needed.

• We also allow ourselves to treat category as simplicial sets without changing the notation. More
precisely, if we have a category or an operad enriched in categories, we use the same notation for
the simplicially enriched category or operad obtained by applying the nerve functor to each Hom
category.

• The word spectrum is to be interpreted as symmetric spectrum in simplicial sets.
• We say large category to talk about a category enriched over possibly large simplicial sets. We

say category to talk about a category enriched over small simplicial sets. We say small category
to talk about a category whose objects and morphisms both are small. The meaning of small
and large can be made precise by way of Grothendieck universes.
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1. The Morita bioperad

1.1. Bioperads. In this subsection, we develop a theory of bioperads. A bioperad is to an operad in
Cat what a bicategory is to a 2-category. Bioperads with one object are studied under the name operadic
category in [Toë13] 1.

We sue the notation Ω for the category of dendrices (see for instance [MW09]). For τ ∈ Ω, we denote
E(τ) the set of edges of τ , L(τ) the set of leaves and R(τ) the root. The set E(τ) − (L(τ) t R(τ)) is
called the set of internal edges and is the set of edges connected to exactly two vertices. We denote by
V (τ) the set of vertices. If v is a vertex of a tree, we denote by vin the set of incoming edges and vout the
unique outgoing edge. A vertex is called external if all of its incoming edges are leaves. Recall that the
morphisms in Ωop are compositions of isomorphisms, faces and degeneracies. The degeneracies “blow-up”
an edge into two edges connected by a vertex. The faces either collapse an internal edge or remove an
external vertex together with all its incoming edges.

Definition 1.1. If S is a set, an S-decorated tree is the data of an element of Ω together with a map
S → E(τ).

Definition 1.2. An S-multigraph in Cat is the data, for each family of elements of S, {xi}i∈I and each
element y of S, of a category G({xi}i∈I ; y).

An S-multi-graph can assign a value to any S-decorated tree by the following formula

G(τ) =
∏

v∈V (τ)

G({e}e∈vin ; vout)

Note that τ being decorated, any edge is labeled by an element of S, vin denotes the set of incoming
edges with their given label and similarly for vout.

If x : τ → τ ′ is a map in Ωop any decoration on τ can be transferred to a decoration on τ ′. Indeed, if
x is a face or an isomorphism, this is tautological and if x is a degeneracy (i.e. turns an edge into two
edges connected by a vertex), we just duplicate the label on the edge.

Definition 1.3. Let τ be a decorated tree, a composition data on τ is a sequence c = (c0, . . . , ck) of
composable faces, degeneracies and isomorphisms in Ωop such that the source of c0 is τ .

If c is a composition data on τ , we denote by c∗(τ) the tree cn◦. . .◦c0(τ) with its induced decoration. If
c is a composition data on τ and c′ is a composition data on c∗τ , then we denote by c′ ◦ c the composition
data on τ obtained by concatenation.

We can now give the main definition of this subsection.

Definition 1.4. A bioperad is the data of
• A set of objects Ob(M).
• An Ob(M)-multigraph M.
• For each decorated tree τ and each composition data c on τ , a functor

χc : M(τ)→M(c∗(τ))
• For each pair of composition data c, c′ on τ with same target, a natural isomorphism

κc,c′ : χc =⇒ χc′

such that
• If c and c′ are two composable composition data, we have

χc◦c′ = χc ◦ χc′

1We have decided to change the name because the term operadic category is used in another context in work of Batanin
and Markl
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• If c, c′, c′′ are three composition data on the same decorated tree with same target, then
κc′,c′′ ◦ κc,c′ = κc,c′′

Remark 1.5. The fact that χc◦c′ = χc ◦χc′ implies that the maps χ are entirely determined by their value
on isomorphisms faces and degeneracies.

Remark 1.6. The usual definition of a bicategory, involves a “minimal” set of coherence isomorphisms.
Here, we have chosen the opposite approach of giving a maximal set of such isomorphisms. The advantage
our approach is that there is no complicated coherence theorem to prove since any two compositions that
we may wish to compare are related by a given isomorphism. The disadvantage is of course that it
is potentially hard to prove that something is a bioperad. The approach of having a minimal set of
coherence isomorphisms is sketched in [Toë13] in the one object case.

There is an obvious notion of a strict morphism between bioperads but, as expected, most morphisms
occurring in nature are not strict morphisms. We now define the notion of a pseudo-functor between
bioperads.

Definition 1.7. A pseudo-functor f : M → N is a morphism of graphs together with the data of
isomorphisms

υc : f ◦ χM
c → χN

c ◦ f
for any composition data c on τ .

Those isomorphisms are such that for any pair (c, d) and (c′, d′) of composable composition data with
same source and target, the following diagram commutes

χc◦d ◦ f
κN

c◦d,c′◦d′◦f// χc′◦d′ ◦ f

χc ◦ f ◦ χd

χc◦υd
77nnnnnnnnnnnn

χc′ ◦ f ◦ χd′

χc′◦υd′
hhQQQQQQQQQQQQ

f ◦ χc◦d

υc◦χd

ggPPPPPPPPPPPP

f◦κM

c◦d,c′◦d′

// f ◦ χc′◦d′
υ′c◦χd′

66mmmmmmmmmmmm

Now we explain how a bioperad can be strictified into an equivalent 2-operad. In fact, our definition of a
bioperad has so much data that it is almost tautological. We give ourselves, on each tree τ , a composition
data with target the corolla with the same number of leaves. We call it the standard composition data
on τ .

Construction 1.8. Let M be a bioperad. We define StrM to be the multi-graph whose objects are those
of M, and with

Ob(StrM({xi}i∈I ; y)) =
∐

τ,L(τ)∼=I,R(τ)=y

ObM(τ)

If p, q ∈ Ob(StrM({xi}i∈I ; y)) we define the set of 2-morphisms between them to be the set of 2-morphisms
between χc(p) and χc(q) where c is the standard composition data on τ .

Vertical composition of 2-morphisms is straightforward. For horizontal composition we use the iso-
morphisms κc,c′ to compare the potentially non-standard composition data with the standard one.

If f : M→ N is a pseudo-functor with N strict, we get a strict functor
Str(f) : Str(M)→ N

which coincides with f on objects and which sends p ∈ M(τ) to the composition of f(p). Moreover
we have a strict functor StrM → M which is the identity on objects and which sends p ∈ M(τ) to its
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standard composition. It is straightforward to check that this morphism is an equivalence. This means
that we have turned the morphism

f : M→ N

into a zig-zag of strict arrows
M← StrM Strf−→ N

where the left pointing arrow is a biequivalence (bijective on objects and induces an equivalence on each
Hom category).

Remark 1.9. The data of a bioperad contains the data of a pseudo-functor Ωop → Cat. This pseudo-
functor can be strictified to an actual functor using a classical result. In the end, we get a functor
Ωop → Cat which satisfies Segal’s condition. In particular, if we apply the nerve functor to each Hom
category, we get a Segal operad. Segal operad can then be strictified to actual operads in S. This
approach gives an equivalent model for the strictification.

1.2. The Morita bioperad. It is a classical fact that, if V is a monoidal category, there is a bicategory
whose objects are associative algebras in V and whose morphisms are bimodules. The composition being
given by relative tensor product of bimodules. We call this bicategory the Morita bicategory. Our purpose
in this subsection is to extend this structure to that of a bioperad when V is symmetric monoidal.

Let V be a cocomplete closed symmetric monoidal category and let S be a class of associative algebra
such that

• If {Ai}i∈I is a finite collection of elements of S then ⊗iAi (with its induced associative algebra
structure) is in S.
• If A is in S, Aop is in S.

We construct a large multigraph Mord(V, S). Its objects are the elements of S. If {Ai}i∈I and B are
objects, we set

Mord(V, S)({Ai};B) = BMod{Ai}I
The category BMod{Ai}I is the category of right modules over Bop ⊗ (⊗IAi).

Theorem 1.10. Let (V,⊗) be a symmetric monoidal category, then Mord(V, S) can be extended to a
bioperad.

Proof. (Sketch) For a family of modules {Mi}i∈I and a module N , we denote

V({Mi}, N)

the set of maps ⊗Mi → N . The axioms of a symmetric monoidal category tell us that any two interpre-
tation of ⊗Mi can be compared by a canonical isomorphism.

It suffices to construct the maps χc for c a face or a degeneracy.
GivenM in BkMod{Ai}I andN in CMod{Bj}J the tensor productN⊗BkM is an object of CMod{Ai}It{Bj}j∈J−k

which is defined to be the composition along the face which collapses the edge with label Bk. There is
also the unit A ∈ AModA which allows us to define χc for degeneracies.

To construct the map κc, let us first look at an example. Consider the following decorated tree τ in
Mord(V, S)

A

��@
@@

@@
@@

B // �
D // �

F //

C // �

E

??~~~~~~~
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For a composition data c, χc takes as input three elements of V P , Q and R where P has a right action
of A and B and a left action of D, Q has a right action of C and a left action of E and R has a right
action of D and E and a left action of F . Then consider any composition data c on τ which collapses
the two internal edges i.e a composition data with target:

A

��@
@@

@@
@@

B // �
F //

C
??�������

Then χc(P,Q,R) is an object of V such that the functor V(χc(P,Q,R),−) is isomorphic to the sub
functor of V(P,Q,R;−) sending N to those maps P ⊗ Q ⊗ R → N intertwining the D and E actions.
For instance if V is the category of modules over a ring, then V(χc(P,Q,R), N) would be the set of
trilinear maps f : P × Q × R → N with the additional property that f(d.p, q, r) = f(p, q, r.d) and
f(p, e.q, r) = f(p, q, r.e).

In general, we observe that if c and c′ are two composition data with same source and target, the
functor represented by χc(Pi) and χc′(Pi) are isomorphic. Thus, by Yoneda’s lemma, the map κc,c′ is
uniquely determined and therefore must satisfy the required properties. �

Remark 1.11. It is proved in [Shu10] that there is actually a symmetric monoidal bicategory which extends
the Morita bicategory of V whenever V is symmetric monoidal.

In fact a symmetric monoidal bicategory is a richer structure than a bioperad. We believe that in
general, a symmetric monoidal bicategory has an underlying bioperad, just as a symmetric monoidal
category has an underlying operad.
1.3. The Morita bioperad of a symmetric monoidal model category.
Definition 1.12. Let (V,⊗, I) be a symmetric monoidal cofibrantly generated model category. We say
that an associative algebras in V is admissible if the model structure on ModA transferred along the
functor

ModA → V
exists and moreover, the forgetful functor preserves cofibrations.

We say that a class of associative algebras in V is admissible if all its members are admissible and it
is stable under taking tensor products and opposite algebras.
Construction 1.13. Let S be an admissible class of algebras. We construct a large bioperad Mor(V, S).
Its objects are the elements of S. If {Ai}i∈I and B are in S, we define

Mor({Ai};B) = w(BMod{Ai}I )c
The category BMod{Ai}I is the category of right modules over Bop⊗ (⊗IAi). By assumption, it has a

model structure transferred from the model structure on V and Mor({Ai};B) is the subcategory of weak
equivalences between cofibrant objects in that model category. The bioperad structure follows almost
directly from that on Mord(V, S). The only thing that needs to be checked is that the tensor product
of bimodules preserves cofibrant objects and weak equivalences between them. But this fact follows from
the next proposition.

When V is such that the class all associative algebras of V are admissible, we write Mor(V) for the
Morita bioperad with respect to this class.
Proposition 1.14. Let A, B and C be three associative algebras in S. The relative tensor product

−⊗B − : AModB × BModC → AModC
is a Quillen bifunctor.
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Proof. It suffices to check it on generators. �

1.4. Functoriality of the Morita bioperad.

Proposition 1.15. Let F : V →W be a lax symmetric monoidal left Quillen functor. Let S and T be
two admissible classes of associative algebras in V and in W such that F (S) ⊂ T . Then F induces a
pseudo-functor

Mor(F ) : Mor(V, S)→Mor(W, S)

Proof. It suffices to notice that F induces a left Quillen functor

AModB → F (A)ModF (B)

for any pair of algebras A and B in S. Moreover if A B and C are three algebras in S, the diagram

AModB × BModC
−⊗B− //

F

��

AModC

F

��
F (A)ModF (B) × F (B)ModF (C)−⊗FB−

// F (A)ModF (C)

commutes up to a unique isomorphism. �

Proposition 1.16. Let F : V→W be a lax symmetric monoidal left Quillen equivalence. Let S and T
be as above. Then F induces a homotopically fully faithful pseudo-functor

Mor(F ) : Mor(V, S)→Mor(W, T )

Assume moreover, that for any algebra A in T there is a weak equivalence of associative alegbras F (B)→
A for some associative algebra B ∈ S. Then the map Mor(F ) is a weak equivalence.

Proof. For the first claim, it suffices to observe that F induces a left Quillen equivalence

AModB → F (A)ModF (B)

Then we claim that if G : X→ Y is a left Quillen equivalence, the induced map

N(wXc)→ N(wYc)

is a weak equivalence.
The second claim is an essential surjectivity claim. It suffices to check that being isomorphic in

Ho(Alg(C)) implies being isomorphic in Ho(Mor(C)). Let u : A → B be an equivalence of associative
algebras. Let Bm be a cofibrant A-B-bimodule which is weakly equivalent to B seen as an A-B-bimodule
through the map u. Then, for any associative algebra C, we get a map

Bm ⊗B − : BModC → AModC

It is straightforward to check that it is a Quillen equivalence. Thus the algebras A and B are isomorphic
in Ho(Mor(C)). �

2. The operad of model categories

In this section, we construct a large operad ModCat whose objects are model categories and whose
category of morphisms is the category of left Quillen multi-functors and equivalences between them. We
construct a map from this operad to the operad of complete Segal spaces which coincides with Rezk’s
nerve construction on objects.
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2.1. Simplicial operad of model categories.

Definition 2.1. Let X and Y be two model categories. Let F and G be two left Quillen functors X→ Y.
A natural weak equivalence α : F → G is a natural transformation F|Xc

→ G|Xc
which is objectwise a

weak equivalence.

There is an obvious (vertical) composition between natural weak equivalences but there is also an
horizontal composition between natural transformation which preserves natural weak equivalences by the
following proposition.

Proposition 2.2. Let X, Y and Z be three model categories and let F , G be two left Quillen functors
from X to Y and K and L be two left Quillen functors from Y→ Z. Let α be a natural weak equivalence
between F and G and β be a natural weak equivalence between K and L, then the horizontal composition
of α and β is a natural weak equivalence.

Proof. The horizontal composition evaluated at a cofibrant object x is the composition

KF (x) βF−→ LF (x) Lα−→ LG(x)

Since F is left Quillen, F (x) is cofibrant and the first map is a weak equivalence. The second map is L
applied to α(x) : F (x) → G(x) which is a weak equivalence between cofibrant objects. Since L is left
Quillen, this is an equivalence as well. �

Construction 2.3. The 2-category ModCat has as objects the model categories and its category of
morphism from X to Y is the category whose objects are left Quillen functors: X→ Y and morphisms
are natural weak equivalences between left Quillen functors.

Now we want to extend ModCat to an operad.
For two model categories X and Y, one can put a product model structure on X ×Y, but the left

Quillen functors from X × Y to Z are usually not the right thing to consider. The correct notion of
“pairing” X×Y→ Z is the notion of a left Quillen bifunctor.

We need a version of a Quillen multifunctor with more than two inputs. Let us first recall the definition
of the cube category.

Definition 2.4. The n-dimensional cube is the poset of subsets of {1, . . . , n}. We use the notation P(n)
to denote that category. Equivalently, P(n) is the product of n copies of P(1) = [1]. The category P1(n)
is the full subcategory of P(n) contatining all objects except the maximal element.

Definition 2.5. If (Xi)i∈{1,...,n} is a family of categories and fi is an arrow in Xi for each i, we denote
by C(f1, . . . , fn) the product ∏

i

fi : P(n)→
∏
i

Xi

Definition 2.6. Let (Xi)i∈{1,...,n} and Y be model categories. Let T :
∏n
i=1 Xi → Y be a functor. We

say that T is a left Quillen n-functor if it satisfies the following three conditions
• If we fix all variables but one. The induced functor Xi → Y is a left adjoint.
• If fi : Ai → Bi is a cofibration in Xi for i ∈ {1, . . . , n} then the map

colimP1(n)T (C(f1, . . . , fn))→ T (B1, . . . , Bn)

is a cofibration in Y
• If further one of the fi is a trivial cofibration, then the map

colimP1(n)T (C(f1, . . . , fn))→ T (B1, . . . , Bn)

is a trivial cofibration in Y
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A natural weak equivalence between left Quillen n-functors T and S is a natural transformation
T|
∏

Xic
→ T ′|

∏
Xic

which is objectwise a weak equivalence.

Construction 2.7. We can now construct an operad in Cat denoted ModCat whose objects are model
category and whose category of operations ModCat({Xi}; Y) is the category of left Quillen n-functors∏
i Xi → Y and natural weak equivalences. As usual, we also denote ModCat the operad in S obtained

by applying the nerve functor to each category of multi-morphisms.

Now, take V to be a cofibrantly generated closed symmetric monoidal model category. Recall that for
a class of associative algebras S in V, Mor(V, S) is the Morita operad of V on the elements of S (see
1.13 for a construction).

Proposition 2.8. There is a map of bioperads

Mor(V, S)→ModCat

which sends the object A to the model category LModA and sends an element M in (BMod{Ai})c to the
left Quillen multi-functor

M ⊗⊗iAi (⊗i−) :
∏
i

LModAi → LModB

Proof. Straightforward. �

2.2. Model categories and complete Segal spaces. The goal of this subsection and the following is
to relate the simplicial operad ModCat to a reasonable model of the simplicial operad of ∞-categories.

Rezk defines in [Rez01] a model structure on simplicial spaces whose fibrant objects are Reedy fibrant
simplicial spaces satisfying Segal condition and a completeness condition. It has been shown that it is a
reasonable model for ∞-categories. There are explicit Quillen equivalences between the model category
and Joyal model structure on simplicial sets and Bergner model structure on simplicial categories. In
this paper, we take the convention of calling complete Segal space any simplicial space which is levelwise
equivalent to a complete Segal space in Rezk’s sense. We use the terminology fibrant complete Segal space
for what Rezk calls a complete Segal space.

The category of simplicial spaces with Rezk’s model structure is a simplicial symmetric monoidal (for
the cartesian product) cofibrantly generated model category. Hence, there is a simplicial operad CSS

whose objects are fibrant complete Segal spaces and with

CSS({Xi};Y ) = MapsS(
∏
i

Xi, Y )

We will use the operad CSS as our model for the correct operad of ∞-categories. Our goal is to
construct a map

ModCat→ CSS

Our first task is to define this map on objects. For any relative category (C,wC), there is a simplicial
space N(C,wC) constructed in [Rez01] whose space of n-simplices is the nerve of the category of weak
equivalences in the relative category C [n]. In particular, we can apply this nerve to a model category. It
has been proved by Barwick and Kan (see [BK11]) that the resulting simplicial space is a complete Segal
space. Unfortunately, the assignment M 7→ N(M, wM) is not functorial with respect to left Quillen
functors. In order to remedy this we use the following observation.

Proposition 2.9. Assume thatM has a functorial cofibrant replacement functor. Then, the full inclusion
of relative categories (Mc, wMc)→ (M, wM) induces a levelwise weak equivalence

N(Mc, wMc)→ N(M, wM)
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Proof. The cofibrant replacement functor induces a functor

Qn : wM[n] → wM[n]
c

If in is the inclusion wM[n]
c → wM[n], we have natural weak equivalences

in ◦Qn
'−→ idwM[n]

and
Qn ◦ in

'−→ id
wM[n]

c

Taking the nerve, these natural transformations are turned into homotopies. Therefore Qn induces a
weak equivalence from Nn(M, wM) to Nn(Mc, wMc) which is a homotopy inverse to the inclusion

Nn(Mc, wMc)→ Nn(M, wM)

�

By [BK11], this implies that N(Mc, wMc) is a complete Segal space which is also a model for the
∞-category presented by M and which is functorial in left Quillen functors.

2.3. The simplicial category of relative categories. We want to show that the category of relative
categories is enriched in spaces. For C and D two relative categories, the space of maps between them is
the nerve of the category of natural transformations between functors C → D which are objectwise weak
equivalences. Our goal in this subsection is to show that this mapping space is also the space of maps
between N(C,wC) and N(D,wD).

It will be convenient to be a bit more general and consider the category DCat of double categories.
A double category is a category object in the category of categories. In concrete term, a double category
D is the data of

• a set of objects Ob(D),
• two categories Dh and Dv whose set of objects are Ob(D),
• a set of 2-squares (i.e. squares whose horizontal arrows are in Dh and vertical arrows are in Dv.

Moreover, the square can be composed either vertically or horizontally and there are associativity and
unitality axioms.

There are two obvious functors from double categories to categories namely D 7→ Dh and D 7→ Dv.
These two functors both have left adjoints that we denote C 7→ Ch and C 7→ Cv. The double category
Ch is the double category whose horizontal category is C, vertical category is the discrete category on
the objects of C and 2-squares are the obvious ones. The category Cv is defined symmetrically.

Given a category C together with two wide subcategories H and V , there is a double category
D(C,H, V ) whose vertical category is V , horizontal category is H and admissible 2-squares are com-
mutative squares in C. For instance, the category Ch is the category D(C,C,C0) (where C0 denotes the
subcategory of C which contains only the identities) and Cv is D(C,C0, C).

There is a functor RelCat→ DCat sending (C,wC) to D(C,C,wC).
If C and D are two categories, we define C�D the double category D(C ×D,C ×D0, C0 ×D).

There is a fully faithful nerve functor N : DCat → sS sending D to the bisimplicial set whose [p, q]
simplices are the functors [p]�[q]→ D. If we break the symmetry and see a double category as a category
in categories, we see that applying the usual nerve once sends a double category to a simplicial object
in categories. Applying the nerve degreewise yields a bisimplicial set which is exactly the one we are
describing here.

Let us compute N([p]�[q]). It is the bisimplicial set whose [m,n] simplices are the functors

[m]�[n]→ [p]�[q]

This is isomorphic to the set of pairs of functors ([m]→ [p], [n]→ [q]). Hence N([p]�[q]) ∼= ∆[p, q]
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This implies that the double nerve of the double category D(C,C,wC) coincides with Rezk’s classifying
functor for relative categories. Following Rezk, we write N(C,wC) instead of N(D(C,C,wC)).

Proposition 2.10. There is a natural isomorphism N(D)×N(D′) ∼= N(D× D′).

Proof. The right hand side, in degree [p, q], is the set of functor [p]�[q]→ D×D′. The left hand side, in
degree [p, q], is the product of the set of functors [p]�[q]→ D with the set of functors [p]�[q]→ D′. �

Let D and E be two double categories, there is an internal Hom ED satisfying the universal property

DCat(C× D,E) ∼= DCat(C,ED)

Proposition 2.11. There is an isomorphism N(ED) ∼= NEND

Proof. A [p, q] simplex in the left hand side is a functor

[p]�[q]→ ED

By adjunction, this is a functor
([p]�[q])× D→ E

On the other hand, a [p, q] simplex of the right hand side is a map

∆[p, q]→ NEND

which by adjunction is the same data as a map

∆[p, q]×ND→ NE

But since ∆[p, q] ∼= N([p]�[q]) and N is fully faithful and product preserving, this set is isomorphic to
the set of functors

([p]�[q])× D→ E

�

Remark 2.12. Assume that E = D(E,E,wE) and D = D(D,D,wD), then ED is the double category
D(ED, ED, wED) where ED denotes the category of weak equivalences preserving functors and natural
transformations and wED is the wide subcategory whose arrows are natural transformations which are
objectwise weak equivalences. In other words, the functor RelCat→ DCat is not only fully faithful but
it also preserves products and inner Homs.

There are two projections ∆2 → ∆ that we denote ph and pv. By precomposition, they induce two
maps p∗h and p∗v : S→ sS, We choose the labels so that if C is a category, we have

p∗hNC
∼= N(Ch) p∗vNC

∼= N(Cv)

We construct a mapping space vMapsS in sS by declaring that the [q] simplices of vMapsS(X,Y ) are
the maps

X × p∗v[q]→ Y

We define hMapsS analogously.

Proposition 2.13. Let E and D be two relative categories, then

vMapsS(N(D,wD), N(E,wE)) ∼= N(wED)

hMapsS(N(D,wD), N(E,wE)) ∼= N(ED)
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Proof. Indeed by the above proposition and remark, we have

vMapsS(ND,NE)q := sS(ND × p∗v(∆[q]), NE) ∼= sS(p∗v(∆[q]), N(ED))

Now, by construction, p∗v(∆[q]) ∼= N([q]v). Therefore

vMapsS(ND,NE)q ∼= DCat([q]v, ED) ∼= N(wED)q

�

Note that p∗v[q] = N([q]v) is the bisimplicial set whose [m,n] simplices are functors [n]→ [q]. In other
words, p∗v[q] is the simplicial set ∆[q] seen as a constant simplicial space. Hence the space vMapsS is
what Rezk denotes MapsS.

To conclude, we have proved the following

Proposition 2.14. The relative nerve functor from relative categories to simplicial spaces can be pro-
moted to a fully faithful functor of simplicially enriched categories if we give RelCat the following
simplicial enrichment

MapRelCat(D,E) = N(wED)
�

2.4. Comparison with the homotopy correct mapping space. For general relative categories D
and E, the space MapRelCat(D,E) is usually not equivalent to the derived mapping space. However, if
E is a model category, we have the following proposition.

Proposition 2.15. If E is a cofibrantly generated model category which is Quillen equivalent to a com-
binatorial model category and D is any relative category, then, the map

MapRelCat(D,E) = MapsS(N(D,w), N(E, w))→ MapsS(N(D,w), RN(E, w))

is an equivalence for any fibrant replacement N(E, w)→ RN(E, w).

Proof. (1) Assume first that D is an ordinary category (i.e. wD ⊂ iso(D)), then ED can be given
the projective model structure and by classical model category method, we see that MapRelCat(D,E)
does not change if we replace E by a Quillen equivalent model category. The same is of course true
for MapsS(N(D,w), RN(E, w)) and we can assume by a result of Dugger (see [Dug01]) that E is a
combinatorial simplicial model category. In that case, the result is proved by Lurie in [Lur09a, Proposition
A.3.4.13].

(2) Now assume that D is a general relative category, then MapRelCat(D,E) fits in the following
pullback diagram

Map(N(D,wD),E)

��

// Map(N(D, isoD),E)

��
N1(wE, wE)Ar(wD) // N1(E, wE)Ar(wD)

where Ar(wD) denotes the set of arrows of wD. In words, this is saying that the space of maps (D,wD)→
E is the space of maps C → E with the property that the restriction to wC lands in the space of weak
equivalences of E. Since a model category is saturated, the map N1(wE, wE) → N1(E, wE) coincides
with the inclusion

N(E, wE)hoequiv → N1(E, wE)
and in particular is an inclusion of connected components and hence is a fibration. This means that the
above pullback square is a homotopy pullback. On the other hand, we have a similar pullback diagram
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for Y = RN(E, wE):
MapsS(N(D,wD), Y )

��

// MapsS(N(D, isoD), Y )

��
Y

Ar(wD)
hoequiv

// Y Ar(wD)
1

which is a homotopy pullback square for the same reason.
(3) There is a comparison map from the first square to the second square. In order to prove that the

component on the upper-left corner is an equivalence, it suffices to show that the other three components
are equivalences. The case of the upper-right corner is dealt with in the first paragraph. To deal with
the other two cases, first, we recall that N(E, wE) is a complete Segal space. In particular, the map
N(E, wE) → Y is a levelwise equivalence. This means that the bottom right corner is an equivalence.
The completeness also implies that

N(E, wE)hoequiv → Yhoequiv

is an equivalence. �

For M, a model category, we can form the simplicial space N(Mc, wMc). Note that a left Quillen
functor between model categories M→ N induces a map

N(Mc, wMc)→ N(Nc, wNc)

and more generally, a left Quillen multi-functor
∏
i Mi → N produces a map∏

i

N((Mi)c, (wMc)i)→ N(Nc, wNc)

Hence sending a model category to its full subcategory of cofibrant objects, we get a map

ModCat→ RelCatnaive

where RelCatnaive denotes the simplicial operad whose objects are relative categories and with

RelCatnaive({Ci};D) = MapRelCat(
∏
i

Ci, D)

This map can be composed with Rezk’s nerve to get a map

φ : ModCat→ CSSnaive

where CSSnaive denotes the simplicial operad whose objects are (non-fibrant) complete Segal spaces and
morphisms are given by the (underived) mapping spaces. The operad CSS sits inside CSSnaive as the full
suboperad on fibrant objects.

We say that a complete Segal space Y is good if for any relative category (C,wC), the map

MapsS(N(C,wC), Y )→ MapsS(N(C,wC), RY )

is an equivalence for any Reedy fibrant replacement Y → RY . Good simplicial spaces are stable under
product, hence we can consider the full suboperad Cat∞ ↪→ CSSnaive on good simplicial spaces. The
inclusion

CSS→ Cat∞

is fully faithful by definition and essentially surjective (indeed any good simplicial space is equivalent in
the simplicial operad Cat∞ to a Reedy fibrant replacement). To conclude, we have proved the following
theorem.
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Theorem 2.16. Let ModCatc be the full suboperad of ModCat on model categories that are Quillen
equivalent to a combinatorial model category.

The assignment M 7→ N(Mc, wMc) extends to a map of simplicial operad
ModCatc → Cat∞

where Cat∞ is a simplicial operad which is weakly equivalent to the operad of fibrant complete Segal spaces.

Remark 2.17. Let PrL be the suboperad of Cat∞ whose objects are good complete Segal spaces with
all homotopy colimits whose underlying quasi-category is presentable and whose morphisms are given by
multi-functors which preserve the colimits in each variable. Then the map

ModCatc → Cat∞

factors through PrL and we conjecture that it is a homotopically fully faithful map.

Example 2.18. Take M be the nonsymmetric operad freely generated by an operation in degree 0 and 2.
An algebra over M in Set is a set with a binary multiplication and a base point. Let P(n) be the operad
in Cat which is given in degree n by the groupoid whose objects are points of M(n) and a with a unique
morphism between any two objects. Then an algebra over P is a monoidal category.

The nerve of P is an A∞-operad NP. According to the previous theorem, if M is a monoidal model
category, then N(Mc) is a NP-algebra in the simplicial category of complete Segal spaces.

One could similarly show that if M is a braided (resp. symmetric) monoidal model category, then
N(Mc) is an algebra over a certain E2 (resp. E∞)-operad.

One can also work with many objects operads. If V is a monoidal model category and M is a model
category left tensored over V, the the pair (N(Vc), N(Mc)) is an algebra over an operad equivalent to
LMod in Cat∞.

Remark 2.19. Note that the category of relative categories is actually enriched in relative categories.
Therefore, using Rezk’s functor, we can actually form an enrichment of RelCat in simplicial space.
Similarly, the 2-operad ModCat can be promoted to an operad enriched in relative categories by allowing
natural transformations between Quillen functors that are not weak equivalences. We claim that the map
ModCat→ Cat∞ is just the degree 0 part of a map of operad enriched in simplicial spaces.

The operad Mor(V, S) can also be extended into an operad enriched in relative categories by allowing
any map between bimodules. The map Mor(V, S)→ModCat constructed in 2.8 could then be extended
to a map of operads in simplicial space. We will not use this additional structure in this paper.

3. Modules over an O-algebra

In this section, we give ourselves a one-object operad O and we construct a family of theories of modules
over O-algebras. These module categories are parametrized by associative algebras in the category of right
modules over O. Assuming that the symmetric monoidal model category we are working with satisfies
certain reasonable conditions, these categories of modules can be given a model category structure.

The reader is invited to refer to the appendices for background material about operads and model
categories.

3.1. Definition of the categories of modules. In this subsection (C,⊗, I) denotes a simplicial sym-
metric monoidal category for which ⊗ preserves colimits in both variables. We do not assume any kind
of model structure.

Definition 3.1. Let P be an associative algebra in right modules over O. The operad PMod of P -shaped
O-modules has two objects a and m. Its spaces of operations are as follows

PMod(a�n; a) = O(n)

PMod(a�n �m;m) = P (n)
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Any other space of operation is empty. The composition is left to the reader.
Any category that can reasonably be called a category of modules over an O-algebras arises in the

above way as is shown by the following easy proposition:
Proposition 3.2. Let M be an operad with two objects a and m and satisfying the following properties:

• M(∗; a) is empty if ∗ contains the object m.
• M(a�n; a) = O(n)
• M(∗;m) is non empty only if ∗ contains exactly one copy of m.

Then M = PMod for some P in ModO[Ass].

Proof. We define P (n) = M(a�n �m;m). Using the fact that M is an operad, it is easy to prove that P
is an object of ModO[Ass] and that M coincides with PMod. �

We denote by C[PMod] the category of algebras over this two-objects operad in the category C.
Objects of this category are pairs (A,M) of objects of C. The object A is an O-algebra and the object
M has an action of A parametrized by the spaces P (n). Maps in this category are pairs (f, g) preserving
all the structure.

Note that the construction P 7→ PMod is a functor from ModO[Ass] to the category of operads.
It preserves weak equivalences between objects of ModO[Ass]. We can in fact improve this homotopy
invariance.

We construct a category OM. Its objects are pairs (O, P ) where O is a one-object operad and P is an
associative algebra in right modules. Its morphisms (O, P )→ (O′, P ′) consist of a morphisms of operads
f : O→ O′ together with a morphisms of associative algebras in O-modules P → P ′ where P is an seen
as an O-module by restriction along f . We say that a map in OM is a weak equivalence if it induces a
weak equivalence on O and P.
Proposition 3.3. The functor OM→ Oper sending (O, P ) to PMod preserves weak equivalences. �

Definition 3.4. Let A be an O-algebra in C. The category of P -shaped A-modules denoted by PModA
is the subcategory of C[PMod] on objects of the form (A,M) and of maps of the form (idA, g).

Note that there is an obvious forgetful functor PModA → C. One easily checks that it preserves
colimits and limits.

This abstract definition recovers well-known examples. We can try to model left and right modules
over associative algebras. Take O to be Ass as an operad in the category of sets. The category Ass is
the category of non-commutative sets (it is defined for instance in [Ang09]). Its objects are finite sets
and its morphisms are pairs (f, ω) where f is a map of finite sets and ω is the data of a linear ordering
of each fiber of f .
Construction 3.5. Let Ass− (resp. Ass+) be the category whose objects are based finite sets and
whose morphisms are pairs (f, ω) where f is a morphisms of based finite sets and ω is a linear ordering
of the fibers of f which is such that the base point is the smallest (resp. largest) element of the fiber over
the base point of the target of f .

Let R (resp. L) be the right module over Ass defined by the formulas
R(n) = Ass−({∗, 1, . . . , n}, {∗})
L(n) = Ass+({∗, 1, . . . , n}, {∗})

Let us construct a pairing
R(n)×R(m)→ R(n+m)

Note that specifying a point in R(n) is equivalent to specifying a linear order of {1, . . . , n}. Let f be a
point in R(n) and g be a point in R(m). We define their product to be the map whose associated linear
order of {1, . . . , n+m} is the linear order induced by n concatenated with the linear order induced by g.
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Proposition 3.6. Let A be an associative algebra in C. LModA (resp. RModA) is isomorphic to the
category of left (resp. right) modules over A. �

Remark 3.7. Operadic modules as defined for instance in [BM09] are also a particular case of this con-
struction. Let O[1] be the shift of the operad O. Explicitely, O[1](n) = O(n+ 1) with action induced by
the inclusion Σn → Σn+1. This is in an obvious way a right module over O. Moreover it has an action of
the associative operad

O[1](n)× O[1](m) ∼= O(n+ 1)× O(m+ 1) ◦n+1−→ O(n+m+ 1) = O(n+m)[1]
It is easy to check that the operad O[1]Mod is the operad parametrizing operadic O-modules. For

instance if O = Ass, the associative operad, the category Ass[1]ModA is the category of A-A-bimodules.
If Com is the commutative operad, the category Com[1]ModA is the category of left modules over A. If
Lie is the operad parametrizing Lie algebra in an additive symmetric monoidal category, the category
Lie[1]Modg is the category of Lie modules over the Lie algebra g. That is object M equipped with a
map

−.− : g⊗M →M

satisfying the following relation
[X,Y ].m = X.(Y.m)− Y.(X.m)

3.2. Universal enveloping algebra. We want to show that the category PModA is the category of
left modules over a certain associative algebra built out of A and P .

Let UPA = P ◦O A. Then by proposition C.7, it is an associative algebra in C

Definition 3.8. The associative algebra UPA is called the universal enveloping algebra of PModA.

This name finds its justification in the following proposition.

Proposition 3.9. The category PModA is equivalent to the category of left modules over the associative
algebra UPA .

Proof. We want to apply [BM09, Proposition 1.9] . In the proof of this proposition, we see that if the
monad T defining the category PModA satisfies the condition

T (X ⊗ Y ) ∼= T (X)⊗ Y
then the category PModA is equivalent to the category of left modules over T (I) where the associative
algebra structure on T (I) comes from

T (I)⊗ T (I) ∼= T (T (I)⊗ I) ∼= T (T (I))→ T (I)
Let us check that T satisfies T (X)⊗ Y ∼= T (X ⊗ Y ). Note first that if M is in PModA, M ⊗X has

an obvious structure of P -shaped module over A and that this defines on PModA the structure of a
category tensored over C. In particular T (X)⊗ Y is in PModA. Let us compute

MapPModA(T (X)⊗ Y,M) ∼= MapC(Y,MapC(X,M)) ∼= MapC(X ⊗ Y,M)
Therefore, the functor represented by T (X)⊗ Y is isomorphic to the functor represented by T (X ⊗ Y ).

Let us compute T (I) in our case.
Let J be the associative algebra in ModO which sends 0 to ∗ and everything else to ∅. J gives rise

to a theory of modules. The operad JMod has the following description:

JMod(a�k, a) = O(k)

JMod(a�k �m,m) = ∗ if k = ∅, ∅ otherwise

The theory of modules parametrized by J is the simplest possible. There are no operations A⊗n⊗M →
M except the identity map M →M .
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There is an obvious operad map
JMod→ PMod

inducing a forgetful functor C[PMod] → C[JMod]. Let us fix the O-algebra A. One checks easily that
JModA is isomorphic to the category C. The functor T is the left adjoint of the forgetful functor
PModA → JModA ∼= C.

Let us first study the left adjoint F : C[JMod] → C[PMod]. This is an operadic left Kan extension.
By C.6, we have the equation

F (A, I)(m) ∼= PMod(−,m)⊗JMod A
⊗−

Note that the only nonempty mapping object in PMod with target m are those with source of the
form a�s �m. Hence if we denote JMod∗ and PMod∗ the full subcategories with objects of the form
a�s �m, the above coend can be reduced to

F (A, I)(m) ∼= PMod∗(−,m)⊗JMod∗ A
⊗−

Let us denote by Fin∗ the category whose objects are nonnegative integers n∗ and whose morphisms
from n∗ to m∗ are morphisms of finite pointed sets

{∗, 1, . . . , n} → {∗, 1, . . . ,m}
The previous coend is the coequalizer⊔

f∈Fin∗(s∗,t∗)

P (t)×
(∏
x∈t

O(f−1(x))
)
× J(f−1(∗))⊗A⊗s

⇒
⊔

s∈Fin

P (s)⊗A⊗s

Since the right module J takes value ∅ for any non-empty set, we see that the coproduct on the left
does not change if we restrict to maps s∗ → t∗ for which the inverse image of the base point of t∗ is the
base point of s∗. This set of maps is in bijection with the set of unbased maps s → t. Therefore, the
coend can be equivalently written as⊔

f∈Fin(s,t)

P (t)×
(∏
x∈t

O(f−1(x))
)
⊗A⊗s ⇒

⊔
s∈Fin

P (s)⊗A⊗s

which is the definition of UPA .
One can compute in a similar but easier fashion that F (A, I)(a) ∼= A.
Hence, we have constructed a natural isomorphism

C[PMod]((A,UPA ), (A,N)) ∼= C[JMod]((A, I), (A,N))
It is clear that this isomorphisms preserves the subset of maps inducing the identity on A. Hence we

have
PModA(UPA , N) ∼= JModA(I, N) ∼= C(I, N)

which proves that T (I) is isomorphic to UPA . �

Remark 3.10. The above result is well-known if P = O[1]. See for instance section 4.3. of [Fre09].

Remark 3.11. Note that there is an involution in the category of associative algebras in right modules
over O sending P to P op. The construction P 7→ UPA sends P op to (UPA )op.

Assume that α : O → Q is a morphism of operads. Let A be an Q algebra and P be an associative
algebra in right modules over O. Then by forgetting along the map O → Q, we construct α∗A which is
an O-algebra and one may talk about the category PModα∗A. The following proposition shows that this
category of modules is of the form QModA for some Q.
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Proposition 3.12. We keep the notation of the previous remark. The object α!P = P ◦O Q is an
associative algebra in right modules over Q. Moreover, the category PModα∗A is equivalent to the category
α!PModA.

Proof. The first part of the claim follows from the fact that P ◦OQ is a reflexive coequalizer of associative
algebras in right Q-modules and reflexive coequalizers preserve associative algebras.

The second part of the claim follows from a comparison of universal enveloping algebras

Uα!P
A
∼= (P ◦O Q) ◦Q A
∼= P ◦O (Q ◦Q A)
∼= P ◦O α∗A ∼= UPα∗A

�

3.3. Model category structure. We now give a model structure to the category PModA. In the
remaining of this section, (C,⊗, IC) will denote the symmetric monoidal category ModE where E is a
commutative algebra in symmetric spectra. We give it the positive model structure. We restrict our
proofs to this case but we have chosen a rather neutral notation to emphasize the fact that the main
results work quite generally. In particular, up to minor modifications, our results remain true in Ch∗(R)
the category of chain complexes over a commutative Q-algebra R. If one is willing to restrict to Σ-
cofibrant operads and modules, they are also true in S or simplicial R-modules for a general commutative
ring R.

Proposition 3.13. Let O be an operad and P be a right O-module. Let A be a cofibrant O-algebra. There
is a model category structure on the category PModA in which the weak equivalences and fibrations are
the weak equivalences and fibrations in C.

Moreover, this model structure is simplicial and if C is a V-enriched model category for some monoidal
model category V, then so is PModA.

Proof. The category PModA is isomorphic to ModUP
A
. Since C satisfies the monoid axiom, the result

follows B.6. �

The category PModA depends on the variables P and A. As expected, there are “base change”
Quillen adjunctions.

Proposition 3.14. Let (O, P ) → (O′, P ′) be a morphism in OM and A be a cofibrant O-algebra, then
there is a Quillen adjunction

PModA � P ′ModA
Similarly, if A→ A′ is a morphisms of cofibrant O-algebras then there is a Quillen adjunction

PModA � PModA′

Proof. In both cases, we get an induced map between the corresponding universal enveloping algebras.
The result then follows from B.7. �

In some cases these adjunctions are Quillen equivalences.

Proposition 3.15. Let A be a cofibrant algebra over O. The functor P ⊗O A sends any right module
over O to an object of C that is absolutely cofibrant.

Proof. The operad OP and the functor αP are as in [Hor13, Proposition 2.7]. If A is cofibrant, then
(αP )!(A) is cofibrant in C[OP ]. This implies that it is colorwise absolutely cofibrant, in particular, its
value at ∞ which is just P ⊗O A is absolutely cofibrant. �
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Proposition 3.16. • If (O, P ) → (O′, P ′) is a weak equivalence in OM then there is a Quillen
equivalence

PModA � P ′ModA
• If A→ A′ is a morphisms of cofibrant O-algebras then there is a Quillen equivalence

PModA � PModA′

Proof. This does not quite follow from B.7 since UPA and UP
′

A are not cofibrant. However, they are
cofibrant in the absolute model structure by 3.15. Therefore, in the first case, using B.7, we get a Quillen
equivalence

PModaA � P ′ModaA
where we use the absolute instead of positive model structure. Since moreover, we have Quillen equiva-
lences PModA � PModaA and P ′ModA � P ′ModaA, the result follows.

The second case is treated in a similar way. �

The following proposition gives a simple description of the cofibrant objects of the model category
C[PMod] whose algebra component is cofibrant.

Proposition 3.17. Let A be a cofibrant O-algebra in C. Let M be an object of PModA. The pair
(A,M) is a cofibrant object of C[PMod] if and only if M is a cofibrant object of PModA.

Proof. Assume (A,M) is cofibrant in C[PMod]. For any trivial fibration N → N ′ in PModA, the map
(A,N) → (A,N ′) is a trivial fibration in C[PMod]. A map of P -shaped A-module M → N ′ induces a
map of PMod-algebras (A,M) → (A,N ′) which can be lifted to a map (A,M) → (A,N) and this lift
has to be the identity on the first component. Thus M is cofibrant.

Conversely, let (B′, N ′)→ (B,N) be a trivial fibration in C[PMod]. We want to show that any map
(A,M)→ (B,N) can be lifted to (B′, N ′). We do this in two steps. We first lift the first component and
then the second component.

Note that if we have a map A → B, any P -shaped module N over B can be seen as a P -shaped
module over A by restricting the action along this map. With this in mind, it is clear that any map
(A,M)→ (B,N) can be factored as

(A,M)→ (A,N)→ (B,N)

where the first map is a map in PModA and the second map induces the identity on N .
Since the map (B′, N ′) → (B,N) is a trivial fibration in C[PMod], the induced map B′ → B is a

trivial fibration in C which implies that it is a trivial fibration in C[O]. A is cofibrant as an O-algebra so
we can find a factorization A→ B′ → B.

Using this map, we can see N ′ as an object of PModA and, we have the following diagram in C[PMod]:

(A,N ′)

��

// (B′, N ′)

��
(A,M) // (A,N) // (B,N)

We want to construct a map (A,M)→ (A,N ′) making the diagram to commute. The map (A,N ′)→
(A,N) is the product of the identity of A and a trivial fibration N → N ′ in C. This implies that
(A,N ′) → (A,N) is a trivial fibration in PModA, hence we can construct a map (A,M) → (A,N ′)
making the left triangle to commute, which gives us the desired lift (A,M)→ (B′, N ′). �
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3.4. Operations on modules. Let O be a single-object operad in S. We denote by ModO the category
of right O-modules with the injective model structure. That is the model structure in which the weak
equivalences and cofibrations are those maps that are objectwise weak equivalences or cofibrations.

Proposition 3.18. The category ModO, is a symmetric monoidal model category.

Proof. All the functor categories in this proof are equipped with the injective model structure.
(1) Since the tensor product and colimits of right O-modules are computed in the category of symmetric

sequences, and since the forgetful functor ModO →ModI reflects cofibrations and weak equivalences, we
can assume that O is the terminal operad and we just need to prove that Fun(Σop,S) with the injective
model structure is symmetric monoidal.

(2) Let Ind be the functor from Σn × Σm-spaces to Σn+m-spaces which is left adjoint to the the
forgetful functor. Concretely, Ind(X) = (X ×Σn+m)/(Σn×Σm). Notice that Ind sends monomorphisms
to monomorphisms and preserves weak equivalences. Moreover it is easy to check that the pairing

−⊗n,m − : SΣn × SΣm → SΣn+m

sending (X,Y ) to Ind(X × Y ) is a left Quillen bifunctor.
(3) For a Σn-space X, we denote by σn(X) the symmetric sequence which is X in degree n and ∅ in

all other degree. Any cofibration in Fun(Σop,S) is a coproduct of maps of the form σn(X)→ σn(Y ) for
X → Y an injection of Σn-spaces. Hence, it suffices to prove the pushout-product axiom in Fun(Σop,S)
for those maps.

(4) Let X be a Σn-space and Y be a Σm-space. Then we have
σn(X)⊗ σm(Y ) ∼= σn+m(X ⊗n,m Y )

Let f : X → Y be an injection of Σn-spaces and g : Z → T be an injection of Σm-spaces. Then the
pushout product map is

σn+m(X ⊗n,m T tX⊗n,mZ Y ⊗n,m Z)→ σn+m(Y ⊗n,m T )
which is a cofibration because of part (2). Moreover if f or g is a weak equivalence, so is the pushout
product also because of part (2). �

In this symmetric monoidal model category, any algebra is admissible and hence we can talk about the
bioperad Mor(ModO) (see 1.13 for the construction) whose class of objects is the class of all associative
algebras in ModO.

Proposition 3.19. Let A be a cofibrant O-algebra, then the functor
−⊗O A : ModO → C

is a symmetric monoidal functor which preserves all weak equivalences between objects of ModO.

Proof. The fact about equivalences is proved in C.11. Let us prove that the functor is symmetric monoidal.
Let P and Q be two right O-modules. Then (P ⊗Q) ◦O A ∼= (P ⊗Q)⊗O A is the coequalizer of

(P ⊗Q) ◦ O ◦A⇒ (P ⊗Q) ◦A
But for any symmetric sequence S, we have the formula

(P ⊗Q) ◦ S ∼= (P ◦ S)⊗ (Q ◦ S)
proved for instance in [Fre09]. Hence the coequalizer is isomorphic to the coequalizer of

[(P ◦ O)⊗ (Q ◦ O)] ◦A⇒ (P ⊗Q) ◦A
which, applying again the formula is isomorphic to the coequalizer of

(P ◦ O ◦A)⊗ (Q ◦ O ◦A) ⇒ (P ◦A)⊗ (Q ◦A)
which is precisely (P ◦O A)⊗ (Q ◦O A). �
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Since in C, all algebras are admissible, we have by 1.15, a morphism of bioperads

Mor(ModO)→Mor(C)

The main result of this section is the following:

Theorem 3.20. The assignment P 7→ PModA defines a Mor(O) (resp. Mor(O,Σ))-algebra in ModCat.

Proof. According to 1.8, it suffices to construct a map of bioperad

Mor(O)→ModCat

But it suffices to define it as the composition of the map

Mor(O)→Mor(C)

constructed above, followed by the map

Mor(C)→ModCat

sending R to LModR constructed in 2.8. �

3.5. Homotopy invariance. It remains to check how “model independant” this structure is.
First we observe that if A → A′ is a map of cofibrant O-algebras, we get a natural transformation of

functors
− ◦O A→ − ◦O A′

If the map was a weak equivalence, this natural transformation is a weak equivalence. In particular, we
find that the functor induced by A and A′:

Mor(O)→Mor(C)

are equivalent up to a natural 2-morphism.
Now we want to talk about change of operads.

Proposition 3.21. Let u : P→ Q be a map of operad. Then, there are two maps of bioperads

u! : Mor(P)→Mor(Q)

and
u∗ : Mor(Q)→Mor(P)

that are inverse weak equivalences if u is a weak equivalence.

Proof. This follows from 1.15 and 1.16. �

In particular, if P→ Q is a weak equivalence and A is a cofibrant P-algebra, then there is a diagram

Mor(P) u! //

A %%KKKKKKKKKK
Mor(Q)

u!A

��
Mor(C)

which commutes up to a natural weak equivalence. Indeed, for any right module M over P, we have an
equivalence

M ◦P A→ u∗u!M ◦P A ∼= u!M ◦Q u!A
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4. Factorization homology for manifolds with singularities

In this section, we define factorization homology for manifolds with a fixed boundary. A much more
general treatement of factorization homology for singular manifolds can be found in [AFT12]. The only
originality of the present section is the use of model category techniques as opposed to ∞-categories.

In this section, ε denotes a fixed real number in the open interval (0, 1).
Note that since all operads and modules appearing in this section are Σ-cofibrant, we could replace

the category catC by the category S or the category of simplicial R-modules over any commutative ring.

4.1. Embeddings between structured manifolds. This subsection owes a lot to [And10]. In partic-
ular, the definition 4.2 can be found in that reference. We then make analogous definitions of embedding
spaces for Sτ -manifolds which are straightforward generalizations of Andrade’s construction.

Definition 4.1. A framed d-manifold is a pair (M,σM ) where M is a d-manifold and σM is a smooth
section of the GL(d)-principal bundle Fr(TM).

IfM andN are two framed d-manifolds, we define a space of framed embeddings denoted by Embf (M,N)
as in [And10]:

Definition 4.2. Let M and N be two framed d-dimensional manifolds. The topological space of framed
embeddings from M to N , denoted Embf (M,N), is given by the following homotopy pullback in the
category of topological spaces over Map(M,N):

Embf (M,N) //

��

Map(M,N)

��
Emb(M,N) // MapGL(d)(Fr(TM),Fr(TN))

The right hand side map is obtained as the composition

Map(M,N)→ MapGL(d)(M ×GL(d), N ×GL(d)) ∼= MapGL(d)(Fr(TM),Fr(TN))

where the first map is obtained by taking the product with GL(d) and the second map is induced by the
identification Fr(TM) ∼= M ×GL(d) and Fr(TN) ∼= N ×GL(d).

A priori, this only defines Embf (M,N) as a homotopy type however, we can choose a certain explicit
model. This explicit model allows us to construct well defined composition maps

Embf (M,N)× Embf (N,P )→ Embf (M,P )

allowing the construction of a topological category fMand (see [And10] for a precise construction of this
category).

We now want to define a category of manifolds whose objects are manifodls with a fixed boundary.

Definition 4.3. An S-manifold is a pair (M,f) where M is a d-manifold with boundary and f : S ×
[0, ε)→M is an embedding whose restriction to the boundary induces a diffeomorphism S ∼= ∂M

If M and N are two S-manifolds, we denote by EmbS(M,N) the topological space of embeddings
which commute strictly with the structure maps S× [0, ε)→M and S× [0, ε)→ N . We give it the weak
C1-topology.

Definition 4.4. A d-framing of a (d − 1)-manifold S is a trivialization of the d-dimensional bundle
TS ⊕ R where R is a trivial line bundle.

Note that if τ is a d-framing of S, then τ canonically induces a framing of S × [0, ε).
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Definition 4.5. A framed Sτ -manifold is an S-manifold (M,f) with the datum of a framing of TM such
that the embedding

f : S × [0, ε)→M

preserves the framing on the nose when we give S × [0, ε) the framing τ .

Definition 4.6. Let (M,f) and (N, g) be two framed Sτ -manifolds. The topological space of framed
embeddings from M to N , denoted EmbSτf (M,N), is the following homotopy pullback taken in the
category of topological spaces over MapS(M,N):

EmbSτf (M,N) //

��

MapS(M,N)

��
EmbS(M,N) // MapSτGL(d)(Fr(TM),Fr(TN))

Any time we use the S superscript, we mean that we are considering the subspace of maps commuting
with the given map from S × [0, ε). The topological space in the lower right corner is the space of
morphisms of GL(d)-bundles inducing the identity over S × [0, ε).

We can extend the notation EmbS(−,−) to manifolds without boundary:
• EmbS(M,N) = Emb(M,N) if M is a manifold without boundary and N is either an S-manifold
or a manifold without boundary.
• ∅ if M is an S-manifold and N is a manifold without boundary.

Using these as spaces of morphisms, there is a simplicical category ManSd whose objects are S-
manifolds. Similarly, we can extend the notation EmbSτf (−,−) to framed manifolds without boundary
as above and construct a simplicical category fManSτd whose objects are framed Sτ -manifolds.

Remark 4.7. When there is no ambiguity, we sometimes allow ourselves to drop the framing notation
and write S instead of Sτ to keep the notation simple.

4.2. Definition of the right module associated to a (d− 1)-manifold. In this subsection, we show
that each d-framed (d − 1)-manifold gives rise to a right module over the operad Ed. Let us first recall
the definition of Ed which will be used in this paper.

Definition 4.8. The operad Ed of little d-disks is the simplicial operad whose n-th space is (the singular
simplicial set on) Embf (Dtn, D).

According to A.1, the k-th space of this operad is equivalent to the space of configurations of k points
in the disk. Using this it is not hard to check that this model of Ed is equivalent to any other definition
of the little d-disks operad.

Let S be a (d− 1)-manifold and let τ be a d-framing of S.

Definition 4.9. The right Ed-module Sτ is given by

Sτ (n) = EmbSτf (Dtn t S × [0, 1), S × [0, 1))

We now construct an algebra structure on this right Ed-module.

Notation 4.10. It will be convenient to have the following notation at our disposal. Assume that M ,
N , P and Q are manifolds. Let φ : M → N and ψ : N t P → Q be smooth maps, the map ψ ◦ φ is by
convention the map M t P → Q given as the following composite

M t P φtP−→ N t P ψ−→ Q



OPERADS, MODULES AND TOPOLOGICAL FIELD THEORIES 25

Notice that if both φ and ψ were embeddings, the resulting map ψ ◦φ is still an embedding. Moreover, if
φ and ψ live in one of the space of “framed embeddings” defined above the composite ψ ◦ φ can be seen
to live in the appropriate space.

Construction 4.11. We construct a map Sτ ⊗Sτ → Sτ . By definition of the tensor product, it suffices
to construct a graded monoid structure on {Sτ (n)}n≥0. If φ is a point in Sτ (n) and ψ is a point in
Sτ (m), then ψ ◦ φ is a point in Sτ (m+ n) and this defines a pairing

Sτ (n)× Sτ (m)→ Sτ (n+m)
which is easily seen to extend to an associative algebra structure on Sτ .

The general theory of the first section gives rise to an operad SτMod and for any Ed-algebra A in C,
a category SτModA.

The unit sphere inclusion Sd−1 → Rd has a trivial normal bundle. This induces a d-framing on Sd−1

which we denote κ. Using 4.9, we can construct an operad Sd−1
κ Mod. We have the following result

relating Sd−1
κ -modules to operadic modules over Ed.

Proposition 4.12. Sd−1
κ and Ed[1] are weakly equivalent as associative algebras in right modules over

Ed. In particular, for a cofibrant Ed-algebra A, the category Sd−1
κ ModA is connected to Ed[1]ModA by

a Quillen equivalence.

Proof. We construct a chain of weak equivalences:
Sd−1
κ → E∗d → Ed[1]

Let D = Rd and D∗ be the manifold D based at the origin. The space E∗d(n) is the space of framed
embeddings D∗ tDtn → D preserving the base point. Any embedding Sd−1 × [0, 1)→ Sd−1 × [0, 1) can
be extended to an embedding D∗ → D∗ by glueing a closed disk along the boundary. This construction
easily extends to give a map of associative algebras in right modules over Ed:

Sd−1
κ → E∗d

We claim that this map is an equivalence. It suffices to check it in each degree. There is a map
E∗d(n)→ Emb(Dtn, D − 0)

which sends an embedding to its restriction on the n non-pointed disks. This map is a fibration whose
fiber over φ is the space of based embedding of the pointed disk in the complement of the configuration
of disk given by the embedding φ. It is straightforward to check that this space is contractible. Similarly,
the composite

Sd−1
κ (n)→ E∗d(n)→ Emb(Dtn, D − 0)

is a fibration with contractible fibers (by A.3).
A point in E∗d(n) is just a point in Ed[1] where the orgin of the special disk is sent to the origin. Hence

we have an inclusion
E∗d → Ed[1]

which also preserves the structure of an associative algebra in right modules. To prove that this map is
an equivalence, it suffices to do it in each degree. But for an integer n, the map

E∗d(n)→ Ed[1](n)
can be obtained as the pullback

E∗d(n)

��

// Ed[1](n)

p

��
pt // D
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where the map p evaluates an embedding at the center of the marked disk. It is classical that the map
p is a fibration. Hence by right properness of the category of spaces, the map E∗d(n) → Ed[1](n) is an
equivalence. �

4.3. Factorization homology. Let M be the set of framed d manifolds whose underlying manifold is a
submanifold of R∞. Note that M contains at least one element of each diffeomorphism class of framed
d-manifold.

Definition 4.13. We denote by fMand the operad of framed d-manifolds whose set of objects is M and
with mapping space

fMand({M1, . . . ,Mn},M) = Embf (M1 t . . . tMn,M)

As usual, we denote by fMand the free symmetric monoidal category on the operad fMand.
We can see the open unit disk D ⊂ Rd ⊂ R∞ as an element of M. We denote by Ed the full suboperad

of fMand on the object D. The category Ed is the full subcategory of fMand on objects of the form
Dtn with n a nonnegative integer.

Let S be a (d − 1)-manifold and τ be a d-framing on S. Let MSτ be the set of Sτ -manifolds whose
underlying manifold is a submanifold of R∞.

Definition 4.14. The operad of framed Sτ -manifolds denoted fManSτd has the set M tMSτ as set of
objects. Its spaces of operations are given by:

fManSτd ({Mi}i∈I ;N) = ∅, if {Mi}i∈I contains more than 1 element of MSτ

= EmbSτf (tiMi, N) otherwise

We see that the operad SτMod (defined in 4.9) sits inside fManSτd as the full suboperad on the objects
D and S × [0, 1). This observation can be used to define factorization homology over Sτ -manifolds.

Definition 4.15. Let A be an object of C[Ed]. We define the factorization homology with coefficients in
A to be the derived operadic left Kan extension of A along the map of operads Ed → fMand.

We denote byM 7→
∫
M
A the symmetric monoidal functor fMand → C induced by that pushforward.

We have
∫
M
A = Embf (−,M) ⊗Ed QA where QA → A is a cofibrant replacement in the category

C[Ed]. We use the fact that the operad Ed is Σ-cofibrant and that the right module Embf (−,M) is
Σ-cofibrant.

We can define, in a similar fashion, factorization homology on an Sτ -manifold. This gives a pairing
between Sτ -manifolds and SτMod-algebras.

Definition 4.16. Let (A,M) be an SτMod-algebra in C. Factorization homology with coefficients in
(A,M) is the derived operadic left Kan extension of (A,M) along the map of operad

SτMod→ fManSτd

We write
∫
W

(A,M) for the value atW ∈ SτMod of factorization homology with coefficients in (A,M).

4.4. Factorization homology as a homotopy colimit. In this subsection, we show that factorization
homology can be expressed as the homotopy colimit of a certain functor on the poset of open sets of M
that are diffeomorphic to a disjoint union of disks. Note that this result in the case of manifolds without
boundary is proved in [Lur11].

LetM be an object of fMand. Let D(M) the poset of subset ofM that are diffeomorphic to a disjoint
union of disks. Let us choose for each object V of D(M) a framed diffeomorphism V ∼= Dtn for some
uniquely determined n. Each inclusion V ⊂ V ′ in D(M) induces a morphism Dtn → Dtn

′ in Ed by
composing with the chosen parametrization. Therefore each choice of parametrization induces a functor
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D(M) → Ed. Up to homotopy this choice is unique since the space of automorphisms of D in Ed is
contractible.

In the following we assume that we have one of these functors δ : D(M) → Ed. We fix a cofibrant
algebra A : Ed → C.

Proposition 4.17. There is a weak equivalence:∫
M

A ' hocolimV ∈D(M)A(δ(V ))

Proof. See [Hor13, Corollary 7.7] �

We have an analogous assertion for Sτ -manifolds. Let Sτ be a d-framed (d − 1)-manifold. Let W be
an Sτ -manifold. Let D(W ) be the poset of open subsets of W which are diffeomorphic to S× [0, 1)tDtn
under a diffeomorphism of Sτ -manifold. Let δ : D(W ) → SτMod be any parametrization. As before, it
turns out that the space of choices of such parametrizations is contractible.

Proposition 4.18. Let (A,M) be a cofibrant algebra over SτMod. Then there is a weak equivalence:∫
W

(A,M) ' hocolimU∈D(W )(A,M)(δ(V ))

Proof. A very similar statement is proved in [Hor13]. We start by proving that the right SτMod-module
EmbSτf (−,W ) is the homotopy colimit over U ∈ D(W ) of EmbSτf (−, U) and this is easily done analogously
to [Hor13, lemma 7.9.]. Then one proceeds as in [Hor13, proposition 7.10]. �

There is an obvious map Sτ → Embf (−S × (0, 1)) which forgets the part with boundary and restricts
to the open disks.

Proposition 4.19. The map Sτ → Embf (−, S × (0, 1)) is a weak equivalence of right Ed-modules

Proof. This is clear. �

Corollary 4.20. For a cofibrant Ed-algebra A, there is a weak equivalence

USτA
'−→
∫
S×(0,1)

A

Proof. By the previous proposition, there is a weak equivalence of right Ed-modules

Sτ
'−→ Embf (−, S × (0, 1))

Then it suffices to apply C.11 to this map. �

5. Factorization homology of commutative algebras

This section is an interlude in our study of the categories of modules over Ed-algebras. We focus
on the simpler case of commutative algebras. It turns out that commutative algebras have a notion
of factorization homology where the manifolds can be replaced by simpliclial sets. The definition is
a straightforward variant of factorization homology. Such a construction was made by Pirashvili (see
[Pir00]) in the category of chain complexes over a field of characteristic zero. See also [Gin08].

Note that since the commutative operad is not Σ-cofibrant the results presented in this section only
work in model categories like symmetric spectra or chain complexes in characteristic 0 where commutative
algebra are homotopically well-behaved. One would need to work with an E∞-operad to make them work
in model categories like S or simplicial modules over a ring.
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5.1. Construction. Let S be a set of connected simplicial sets containing the point, we denote SS the
operad with objects S and with spaces of operations:

SpaceS({si}i∈I ; t) := Map(tIsi, t)
Note that the full suboperad on the point is precisely the operad Com, therefore, we have a morphism

of operads:
Com→ SpaceS

Definition 5.1. Let A be a commutative algebra in C, let X be an object of the symmetric monoidal
category SpaceS, we define the factorization homology of A over X to be the value at X of the operadic
left Kan extension of A along the map

Com→ SpaceS

We denote by
∫
X
A this object of C.

Note that the value of
∫
X
A is:

Map(−, X)⊗Fin QA

where QA→ A is a cofibrant replacement of A as a commutative algebra. In particular, it is independant
of the set S. In the following we will write

∫
X
A for any simplicial set X without mentioning the set S.

Proposition 5.2. The functor X 7→
∫
X
A preserves weak equivalences.

Proof. The functorX 7→ Map(−, X) sends any weak equivalence in S to a weak equivalence in Fun(Finop,S).
The result then follows from C.11. �

We now want to compare
∫
X
A with

∫
M
A where M is a framed manifold.

Recall that D(M) denotes the poset of open sets of M that are diffeomorphic to a disjoint union of
disks.

Proposition 5.3. There is a weak equivalence
hocolimD(M)Fin(S, π0(−)) ' Map(S,M)

Proof. Note that for U ∈ D(M), we have Fin(S, π0(U)) ' Map(S,U), thus, we are reduced to showing:
hocolimU∈D(M)Map(S,U) ' Map(S,M)

We use [Lur11, Theorem A.3.1. p. 971], there is a functor D(M) → U(Map(S,M)) sending U to the
open set of maps whose image is contained in U . For f ∈ Map(S,M), the subcategory of U ∈ D(M)
containing the image of f is filtered, therefore, it is contractible. �

Let F be any functor Fin→ C. We have the following diagram:

D(M) α→ Fin F→ C

Proposition 5.4. There is a weak equivalence:
hocolimD(M)α

∗F ' Map(−,M)⊗L
Fin F

Proof. The hocolim can be written as a coend
∗ ⊗L

D(M) α
∗F

We use the adjuction induced by α, and find:
hocolimD(M)α

∗F ' Lα!(∗)⊗Fin F

But Lα!(∗) is the functor whose value at S is:
Finop(π0(−), S)⊗L

D(M)op ∗ ' hocolimD(M)Fin(S, π0(−))
The results then follows from the previous lemma. �
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Corollary 5.5. LetM be a framed manifold and A a commutative algebra in C, then
∫

Sing(M)A is weakly
equivalent to

∫
M
A

Proof. We have by 4.17 ∫
M

A ' hocolimD(M)α
∗A

By C.12: ∫
Sing(M)

A ' Map(−,Sing(M))⊗L
Fin A

Hence the result is a trivial corollary of the previous proposition. �

5.2. Comparison with McClure, Schwänzl and Vogt description of THH. In [MSV97], the
authors show that THH of a commutative ring spectrum R coincides with the tensor S1 ⊗ R in the
simplicial category of commutative ring spectra. We want to generalize this result and show that for a
commutative algebra A, there is a natural weak equivalence of commutative algebras:∫

X

A ' X ⊗A

Let X be a simplicial set. There is a category ∆/X called the category of simplices of X whose
objects are pairs ([n], x) where x is a point of Xn and whose morphisms from ([n], x) to ([m], y) are maps
d : [n]→ [m] in ∆ such that d∗y = x. Note that there is a functor:

FX : ∆/X → S
sending ([n], x) to ∆[n]. The colimit of that functor is obviously X again.

Proposition 5.6. The map
hocolim∆/XFX → colim∆/XFX ∼= X

is a weak equivalence.

Proof. see [Lur09a, Proposition 4.2.3.14.]. �

Corollary 5.7. Let U be a functor from S to a model category Y. Assume that U preserves weak
equivalences and homotopy colimits. Then U is weakly equivalent to:

X 7→ hocolim∆/XU(∗)
In particular, if U and V are two such functors, and U(∗) ' V (∗), then U(X) ' V (X) for any simplicial
set X.

Proof. Since U preserves weak equivalences and homotopy colimits, we have a weak equivalence:
hocolim∆/XU(∗) ' U(hocolim∆/X∗) ' U(X)

�

We now have the following theorem:

Theorem 5.8. Let A be a cofibrant commutative algebra in C. The functor X 7→
∫
X
A and the functor

X 7→ X ⊗A are weakly equivalent as functors from S to C[Com].

Proof. The two functors obviously coincide on the point. In order to apply 5.7, we need to check that
both functors preserve weak equivalences and homotopy colimits.

Since A is cofibrant and C is simplicial, X 7→ X ⊗A is a left Quillen functor S→ C[Com] and as such
preserves weak equivalences and homotopy colimits.

The functor X 7→
∫
X
A preserves weak equivalences by 5.2. We need to show that it preserves

homotopy colimits.
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Note that if U is a small category and Y : U→ S is a functor, then the homotopy colimit of Y can be
expressed as the realization of the Reedy cofibrant simplicial object B•(∗,U, Y ). From this construction
it is clear that a functor preserves homotopy colimit if and only if it preserves homotopy colimits over
∆op as well as coproducts.

Clearly
∫
−A send coproduct to coproducts in C[Com].

Let X• be a simplicial space. For each finite set S, we have an isomorphism |X•|S ∼= |XS
• | because the

realization of a simplicial space is just its diagonal. Hence we have

∫
|X|

A ∼= Map(−, |X|)⊗Fin A

∼= |Map(−, X•)| ⊗Fin A

∼= |Map(−, X•)⊗Fin A|

∼= |
∫
X•

A|

In the last line the object |
∫
X•
A| is a priori the geometric realization in C but this turns out to coincide

with the geometric realization in C[Com] as is proved in the case of EKMM spectra in [BFV07, Proposition
2.3.]. �

5.3. The commutative field theory. This subsection is a toy-example of what we are going to consider
in the sixth section.

If X is a space, we denote by SX/, the category of simplicial sets under X with the model structure
whose cofibrations, fibrations and weak equivalences are reflected by the forgetful functor SX/ → S.

We define a large bicategory Cospan(S). Its objects are the objects S.
The morphisms category Cospan(S)(X,Y ) is the category whose objects are diagrams of cofibrations:

Y → U ← X

and whose morphisms are commutative diagrams:

U

'

��

X

>>~~~~~~~

  @
@@

@@
@@

@ Y

``@@@@@@@

~~~~
~~

~~
~

V

whose middle arrow is a weak equivalence.
The composition:

Cospan(S)(Y, Z)×Cospan(S)(X,Y )→ Cospan(S)(X,Z)

is deduced from the Quillen bifunctor:

SZtY × SY tX → SZtX

taking (Z → A← Y, Y → B ← X) to Z → A tY B ← X.
The bicategory Cospan(S) is the underlying bicategory of a bioperad Cospan(S) which we now define.
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Definition 5.9. A multi-cospan from {Xi}i∈I to Y is a diagram:

Xi

��0
00

00
00

00
00

00
00

Xj

  A
AA

AA
AA

. . . A Yoo

Xk

>>}}}}}}}}

where all the objects Xi for i ∈ I appear on the left of the diagram.

There is a model category on the category of multi-cospans from {Xi}i∈I to Y in which weak equiva-
lences, fibrations and cofibrations are reflected by the forgetful functor to S.

The category of multi-morphisms from {Xi}i∈I to Y in the bioperad Cospan(S) is the category of
weak equivalences between cofibrant multi-cospans from {Xi}i∈I to Y .

Theorem 5.10. Let A be a cofibrant commutative algebra in C. There is a morphism of operad
Cospan(S)→ModCat sending X to Mod∫

X
A
.

Proof. Let us first construct a morphism of operad

Cospan(S)→Mor(Com)

We do this by sending the object X to the right Com-module Map(−, X). We observe that Map(−, X)
is a commutative algebra in ModCom and any map of simplicial sets X → Y induces a commutative alge-
bra map Map(−, X)→ Map(−, Y ) making Map(−, Y ) into a left module over Map(−, X). This observa-
tion implies that any multicospan from {Xi}i∈I to Y represents an object of {Map(−,Xi)}i∈IModMap(−,Y ).

Moreover observe that if X ← U → Y is a diagram in S in which both maps are cofibrations, then
the functor on finite sets Map(−, X tU Y ) is isomorphic (not just weakly equivalent) to the functor
Map(−, X)⊗Map(−,U) Map(−, Y ). Indeed, both functors can be identified with the following functor:

S 7→
⊔

S=A∪B
Map((A,A ∩B), (X,U))×Map(A∩B,U) Map((B,A ∩B), (Y,U))

This proves that the assignmentX 7→ Map(−, X) is a morphism of operads from Cospan(S) toMor(Com).
We have already constructed a morphism of operad from Mor(Com) to ModCat in the third section.

We can compose it with the map we have just constructed. �

Remark 5.11. In [Toë13], Toën proves that the operad Ed maps to the operad of endomorphisms of
Sd−1 in Cospan(S). In particular, if A is a commutative algebra in C, the category Mod∫

Sd−1 A
is an

Ed-monoidal model category. In the following section, we generalize this result to the case where A is an
Ed-algebra.

6. The field theory associated to an Ed-algebra

In this section we continue our study of the categories of modules over Ed-algebras. More precisely,
we study the operations between categories of modules built out of a cobordisms.
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6.1. The cobordism category.

Construction 6.1. Let V be a (d − 1)-dimensional real vector space and τ be a basis of V ⊕ R. We
define by −τ the basis of V ⊕R which is the image of τ under the unique linear transformation of V ⊕R
whose restriction to V is the identity and whose restriction to R is the opposite of the identity.

More generally, if S is a (d−1)-manifold and τ is a d-framing, we denote by −τ the d-framing obtained
by applying the above procedure fiberwise in TS ⊕ R.

Definition 6.2. Let Sσ and Tτ be two (d− 1)-manifold with a d-framing. A bordism from Sσ to Tτ is a
d-manifold W with boundary together with the data of

• An embedding ψWin : Sσ × [0, ε)→W
• An embedding ψWout : Tτ × (0, ε]→W
• A framing which restricts to σ and τ on Sσ × [0, ε) and T × (0, ε].

This data is moreover require to have the following properties
• The embedding ψWout admits a smooth extension ψWout : T × [0, ε] → W (which may not send
T × {0} to the boundary of W ).
• The induced map ψin t ψout : S t T → ∂W is a diffeomorphism.

Remark 6.3. Note that according to our conventions, the framing of W looks like σ in a neighborhood
of S ⊂ ∂W but looks like −τ in a neighborhood of T ⊂ ∂W .

If W is such a bordism, we denote by W− the manifold W − T × {ε} If W and W ′ are two bordisms
from Sσ to Tτ , we denote by EmbSσ,Tτf (W,W ′), the topological space EmbSσtT−τf (W,W ′). We denote by
DiffSσ,Tτf (W,W ′) the subspace consisting of those embeddings which are surjective.

Remark 6.4. If V is a bordism from Sσ to Tτ and W is a bordism from Tτ to Uυ, we denote by W ◦V the
manifold V − tT×[0,ε) W . Where the map T × [0, ε) → W is the map ψWin and the map T × [0, ε) → V −

is the map ψVout. Note that W ◦ V is in a canonical way a bordism from Sσ to Uυ.
Notice that there is the structure of a self-bordism of Sσ on the manifold S × [0, ε] in which ψin and

ψout are the obvious inclusions. Note that also that if W is a bordism from Sσ to Tτ , then W ◦ S × [0, ε]
and T × [0, ε] ◦W are canonically diffeomorphic to W .

Construction 6.5. We can construct a 2-category enriched in spaces fCobd as follows.
Let us fix a set X of closed d − 1-manifolds with a d framing containing at least one element of each

diffeomorphism class of connected d-framed (d − 1)-manifold. For {Si} a finite family of elements of X
and {Tj} a finite family of elements of X, we fix Y({Si}; {Tj}) a set containing at least one element in
each diffeomorphism class of pairs (W, s) where W is a d-manifold with boundary and s is the data of a
the structure of a bordism from

⊔
i Si to

⊔
j Tj on W .

We define our 2-category to have as objects the finite families of elements of X and as morphism from
{Si} to {Tj} the sequences of bordisms (W0,W1, . . .Wn) such that for each i, the source of Wi coincides
with the target of Wi−1 and such that the source of W0 is {Si} and the target of Wn is {Tj}. The space
of 2-morphisms from (W0, . . . ,Wn) to (W ′0, . . . ,W ′m) is the group

DifftSi,tTjf (Wn ◦ . . .W0,W
′
m ◦ . . .W ′0)

There is a symmetric monoidal structure on fCobd sending {Si}i∈I and {Sj}j∈J to {Si}i∈ItJ .
We can apply the functor nerve to each Hom groupoid and we find a simplicial category also denoted

fCobd
Note that changing the sets X and Y does not change the 2-category fCobd up to equivalence of

categories.

Remark 6.6. Note that in our version of the cobordism category, both the objects and the morphisms
are allowed to be non-compact.



OPERADS, MODULES AND TOPOLOGICAL FIELD THEORIES 33

6.2. Construction of a bimodule from a bordism. If C is a symmetric monoidal category and X is
tensored over C and A is an O-algebra in C, we can define the category of P -shaped A-modules in X as
the category of UPA -modules in X.

In particular, let Q be an associative algebra in ModO. The category ModQ is tensored over ModO.
The operad O seen as a right module over itself is an O-algebra in ModO. Thus it makes sense to speak
of P -shaped modules over O in the category ModQ. It is straightforward to check that those are the
same as P -Q-bimodules in ModO.

This observation will be useful in the following construction.

Construction 6.7. LetW be an Sσ-manifold. We defineW , a right module over Ed with a left Sσ-action.
As a right module over Ed,W sends Dtn to EmbSσ (S× [0, 1)tDtn,W ). The left Sσ-module structure

comes from the composition

EmbSσ (S × [0, 1) tDtp, S × [0, 1))× EmbSσ (S × [0, 1) tDtn,W )→ EmbSσ (S × [0, 1) tDtn+p,W )

Note that the constructionW 7→W is functorial inW . More precisely forW andW ′ two Sσ-manifolds,
there is a map

EmbSσ (W,W ′)→ MapLModS
σ

(W,W ′)

Now, let W be a bordism from Sσ to Tτ . Let W̃ be the Sσ-manifold T × [0, 1) ◦W . We have the left
Sσ-module W̃ . Observe that there is a map

EmbTτf (T × [0, 1) tDtn, T × [0, 1))→ EmbTτf (W̃ tDtn, W̃ )

obtained by extending embedding by the identity on W ⊂ W̃ .
This implies that there are maps

EmbTτ (T × [0, 1) tDtn, T × [0, 1))→ MapModS
σ

(W̃ tDtn, W̃ )

Note moreover that as right modules over Ed with left Sσ-module structure, we have an isomorphism

W̃ tDtn ∼= W̃ ⊗D⊗n

These two facts together imply that W̃ is an Sσ-T τ -bimodule in the category ModEd

Remark 6.8. The above construction relies on the following two observations:
• The category of Sσ manifold is tensored over the category of framed d-manifold.
• The manifold W̃ is a Tτ -shaped module over D in the category of Sσ-manifolds.

Construction 6.9. Let A be a cofibrant Ed-algebra in C. Let W be a bordism from Sσ to T τ , we define
a functor PW

PW : SσModA → T τModA

by sending M to W̃ ⊗SσMod (A,M)

Recall that PW (−) can be derived by restricting it to cofibrant Sσ-shaped modules and we have an
equivalence ∫

W̃

(A,M) ∼= LPW (M)

by definition of factorization homology over an Sσ-manifold.
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6.3. Compositions. We now want to study composition of functors of the form PW .

Proposition 6.10. Let W be a bordism from Sσ to Tτ and W ′ be a bordism from Tτ to Uυ, then there
is a map

W̃ ⊗T W̃ ′ → W̃ ′ ◦W

Proof. We first construct a map u : W̃ ⊗ W̃ ′ → W̃ ′ ◦W . Let

φ : S × [0, 1) tDtp → W̃

and
φ′ : T × [0, 1) tDtp

′
→ W̃ ′

Then u(φ, ψ) is constructed as follows. First, we extend φ′ to an embedding

φ′′ : W̃ tDtp
′
→ W̃ ′ ◦W

by glueing a copy of W on φ′. Then we consider the composite of φ′′ with φ and find an embedding

u(φ, φ′) = φ′′ ◦ φ : S × [0, 1) tDtp tDtp
′
→ W̃ ′ ◦W

We now want to show that this map factors through W̃ ⊗T W̃ ′. It suffices to show that for any m and
any embedding ψ

ψ : T × [0, 1) tDtm → T × [0, 1)
there is an equality in W̃ ′ ◦W (p+m+ p′):

u(φ.ψ, φ′) = u(φ, ψ.φ′)

where φ.ψ ∈ W̃ (p+m) is obtained by the right action of T on W̃ and ψ.φ′ ∈ W̃
′
(m+ p′) is obtained by

the left action of T on W̃
′
.

But the above equality can be checked explicitly. �

Proposition 6.11. Let W be a bordism from Sσ to Tτ and W ′ be a bordism from Tτ to Uυ. Let M be a
Sσ-module, then there is a weak equivalence:

LPW ′(LPW (M)) ' LPW ′◦W (M)

Proof. First notice, that PW sends cofibrant modules to cofibrant modules, therefore, we can assume that
M is cofibrant and prove that PW ′ ◦ PW (M) ' PW ′◦W (M).

According to 4.18. We have
PW ′(PW (M)) ' hocolimD(W̃ ′)(A,PW (M))

Let E be the category of open sets of W̃ ′ ◦W of the form ZtDtn where Z is a submanifold of W̃ ′ ◦W
which contains W and which is such that there is a diffeomorphism Z ∼= W̃ inducing the identity on W .
In other words, Z is W together with a collar of the T boundary which is contained in the W ′ side.

We claim that
PW ′◦W (M) ' hocolimE∈E

∫
E

(A,M)

The proof of this claim is entirely analogous to 4.18.
If E is of the form ZtDtn and Z is as in the previous paragraph, we have

∫
E

(A,M) ∼= PW (M)⊗A⊗n.
Moreover, the category E is isomorphic to D(W̃ ′) under the map sending E to the intersection of E with
the W ′ half of W̃ ′ ◦W .

Thus, we have identified both P ′W ◦ PW (M) and PW ′◦W (M) with the same homotopy colimit. �

The cobordism category fCobd has an approximation in the world of right modules over Ed that we
now describe.
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Definition 6.12. Let Sσ and T τ be two d-framed, (d − 1)-manifolds. A Sσ-T τ -bimodule is called
representable if it is isomorphic to W̃ for some bordism W from Sσ to T τ .

Construction 6.13. We construct a bioperad f Ĉobd.
Its objects are (d−1)-manifolds with a d-framing. For {(Sσ)i∈I}i a finite collection of d-framed (d−1)-

manifolds and Tτ a d-framed (d− 1)-manifold, we define f Ĉobd({(Sσ)i}i∈I , Tτ ) to be full subcategory of
the category

Mor(Ed)({(Sσ)i}i∈I , T τ )
on objects that are weakly equivalent to representable bimodules.

The composition comes from the composition in Mor(Ed). The fact that the composition of two
representable bimodules is equivalent to a representable bimodules follows from 6.11.

Now let us compare fCobd and fĈobd. In the two categories the objects are the same, namely
(d− 1)-manifolds with a d-framing. In fCobd, the space of maps from Sσ to T τ is equivalent to⊔

V

BDiffStTf (V )

where the disjoint union is taken over all diffeomorphism classes of bordisms.
In fĈobd, the nerve of the category of maps from Sσ to T τ is equivalent to⊔

V

BAuthSσ−Tτ (EmbSf (−, Ṽ ))

where the disjoint union is taken over the set of equivalence classes of representable Sσ-T τ -bimodules and
the homotopy automorphisms are taken in the model category of Sσ-T τ -bimodules. There is an obvious
map

DiffStTf (V )→ AuthSσ−Tτ (EmbSf (−, Ṽ ))
which can be interpreted as the map from the group of diffeomorphisms to the limit of its embedding
calculus (see section 9 of [BdBW13]). In that sense, the bicategory fĈobd is an embedding calculus
approximation of the cobordism category.

In proposition 6.10, we have essentially constructed a lax functor

fCobd → f Ĉobd

which is unfortunately not a pseudo-functor. However proposition 6.11 shows that the coherence 2-
morphisms for this lax-functor are equivalence. We believe that this gives enough structure to strictify
this map into an actual map from some version of the cobordism operad to the Morita operad of Ed.
One should observe that, although it is less geometric than the cobordism category, the Morita operad
of Ed is more approachable to computations. In fact, the philosophy of embedding calculus is exactly
to replace manifold by the functor they represent on the category of finite disjoint unions of disks. It
can also happen that the embedding calculus converges to something more interesting than the actual
space of embeddings. For instance the group of framed diffeomorphisms of the disk fixing the boundary is
contractible. On the other hand, its embedding calculus approximation (when working over the rationals)
contains the Grothendieck-Teichmüller Lie algebra (see [AT11] and [Wil10]).

To conclude, we can prove the main theorem of this section.

Theorem 6.14. Let A be a cofibrant Ed-algebra in C. There is a map of operad

f Ĉobd →ModCat

mapping the object Sσ to SσModA.
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Proof. We already know what this map is on objects. Let W be an object of Cob(Sσ, T τ ), we have the
functor PW from SσModA to T τModA which defines a functor fĈobd →ModCat. Extending this to
a map of bioperad is straightforward and then we apply 1.8. �

Remark 6.15. It seems to be a folk theorem that the suboperad of fCobd on the object Sd−1
κ receives

a map from Ed. If we combine this result with the previous proposition, we recover the fact that the
category of operadic Ed-modules has an action by Ed.

6.4. Change of dimension. We have maps αk : Ed → Ed+k defined for any k ≥ 0 which are obtained
by taking the product of a framed embedding Dtk → D with Rk.

In particular using 3.12, we see that, for Sτ a d-framed (d−1)-manifold, there is an associative algebra
in right module (αk)!Sτ over Ed+k which parametrizes a certain shape of modules. We use the notation
S(k)
τ for this object.

Proposition 6.16. The associative algebra in ModEd S
(k)
τ is equivalent to (S × Rk)

τ
.

Proof. We compute

S(k)(n) = EmbSf (S × [0, 1) t −, S × [0, 1))⊗L
Ed Embf ((D × Rk)tn,−× Rk)

One shows exactly as in 4.18 that this computation can be reduced to computing

hocolimU∈D(S)EmbSf (S × [0, 1)× Rk t (D × Rk)tn, U × Rk)

which is equivalent to EmbSf (S × [0, 1)× Rk t (D × Rk)tn, S × [0, 1)). �

Remark 6.17. As a particular case of this construction, we can look at the map E1 → Ed. We have the
right module L obtained from the point (seen as a zero manifold) with one of the two possible 1-framing
so that LModA is a model for left modules over the E1-algebra A.

The previous proposition tells us that for an Ed-algebra A, the category of left module over the
underlying E1-algebra is equivalent to the category of Rd−1-shapes modules.

We believe that similarly to the fact that Ed maps to the endomorphisms of Sd−1
κ in fCobd, the operad

Ed−1 maps to the operad of endomorphisms of Rd−1 in fCobd.
Even more generally, we believe that the swiss-cheese operad of Kontsevich and Voronov (see [Vor99]

or [Hor13]) maps to the endomorphisms operad of the pair (Sd−1
κ ,Rd−1). This result, if true would imply

that the operad SCd of d-dimensional swiss-cheese acts on the pair (Sd−1
κ ModA,Rd−1ModA). This

result is closely related to Kontsevich’s version of Deligne’s conjecture. We hope to prove this missing
statements in future work.

Appendix A. The homotopy type of certain spaces of embeddings

In this appendix, we collect a few facts about the homotopy type of certain spaces of embeddings.
We denote by D, the d-dimensional euclidean space Rd.

Proposition A.1. Let M be a framed manifold with boundary. The evaluation at the center of the disks
induces a weak equivalence

Embf (Dtp,M)→ Conf(p,M − ∂M)

Proof. See [Hor13, proposition 6.6]. �

Now we want to study the spaces EmbS(M,N) and EmbSτf (M,N). Note that the manifold S × [0, 1)
is canonically an S-manifold if we take the map S × [0, ε)→ S × [0, 1) to be the inclusion.

If τ is a framing of TS ⊕ R, then S × [0, 1) is a framed Sτ -manifold in a canonical way.

Proposition A.2. Let M be an S-manifold. The space EmbS(S × [0, 1),M) is contractible.
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Proof. 2 If S is compact, this is proved in [Hor13, proposition 6.7].
We denote by E the space EmbS(S × [0, 1),M). Let us pick a collar C of the boundary, i.e. C is the

image of an embedding S × [0, 1)→M .
(1) We start with an easy observation.
Let X be a topological space and {fi}i∈I be a finite family of continuous functions on X taking values

in [0,∞). Then the function
x 7→ supi∈Ifi(x)

is continuous.
Since continuity is a local property, the above conclusion remains true if we drop the finiteness as-

sumption but instead assume that, locally around each point, only a finite number of the functions are
non-zero.

(2) Let K be a compact subset of S. We denote by UK,n the open set in E containing the embeddings
e such that e(K × [0, 1

n ]) ⊂ C. The open sets UK,n form an open cover of the paracompact space E. Let
φK,n be a partition of unity subordinate to that open cover.

We define a function
fK : E → [0, 1)

sending e to supn 1
nφK,n(e).

This function is nowhere 0 and continuous by claim (1). Moreover, for any e ∈ E, and any s ∈ K, we
see that e sends {s} × [0, fK(s)) to a subset of C.

(3) Now we pick K a cover of S by compact subsets whose interiors form an open cover (one can for
instance take the collection of all compact subsets). Let φK be a smooth partition of unity subordinate
to the open cover {int(K)}K∈K.

We define a function
f : E × S → [0, 1)

sending (e, s) to
∑
K∈K φK(s)fK(e). This function takes values in [0, 1) and is continuous. This function

is also clearly nowhere zero. Indeed, for each s, there is K such that φK(s) 6= 0 and for that K, fK(e) 6= 0
according to (2).

(4) Let us fix a point s ∈ S and e ∈ E. The value of f(e, s) is a weighted sum of the fK(e) for
φK(s) 6= 0. We observe that the total weight is exactly 1 which implies that

f(e, s) ≤ supK,φK(s)6=0fK(e)

Let K0 be a compact which realizes this sup (K0 exists by definition of a partition of unity). Hence
the image of s× [0, fK0(e)) is contained in C by (2) and contains the image of s× [0, f(e, s)) under e.

In conclusion, f is a smooth function E × S → [0, 1) which is nowhere 0 and which is such that the
image of s× [0, f(e, s)) under e is contained in C.

(5) Now we use the function f to construct a map from E onto the subspace EmbS(S × [0, 1), C). We
define

κ : E → EmbS(S × [0, 1), C)
by the formula κ(e)(s, t) = e(s, f(e, s)t). The function f has been designed exactly to insure that the
image of κ(e) is contained in C.

(6) Let ι : EmbS(S× [0, 1), C)→ E be the inclusion. We claim that ι ◦κ is homotopic to idE . Indeed,
we have the homotopy

H : E × [0, 1]→ E

defined by H(e, u)(s, t) = e(s, t[(1 − u) + uf(e, s)]). Then H(e, 0) = e and H(e, 1) = κ(e). One would
show similarly that κ ◦ ι is homotopic to idEmbS(S×[0,1),C).

2We wish to thank Martin Palmer for helping us with this proof.
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(7) Now we are reduced to proving the contractibility of EmbS(S × [0, 1), S × [0, 1)). But in [Hor13,
proposition 6.7] we give a proof of that fact which does not depend on the compactness of S. �

Proposition A.3. Let N be a framed Sτ -manifold. The space EmbSτf (S × [0, 1), N) is contractible.

Proof. The proof uses the previous proposition exactly as in [Hor13, proposition 6.8]. �

Appendix B. A few facts about model categories

B.1. Monoidal and enriched model categories.

Definition B.1. Let X, Y and Z be three model categories. A pairing T : X×Y→ Z is said to satisfies
the pushout-product axiom if for each pair of cofibrations f : A → B of X and g : K → L of Y, the
induced map

T (B,K) tT (A,K) T (A,L)→ T (B,L)
is a cofibration which is trivial if one of f and g is.

We say that T is a left Quillen bifunctor if it satisfies the pushout-product axiom and if it is a left
adjoint when one variable is fixed.

One useful consequence of the pushout-product axiom is that if A is cofibrant T (A,−) preserves trivial
cofibrations between cofibrant objects. Then by Ken Brown’s lemma (see [Hov99]) it preserves all weak
equivalences between cofibrant objects.

Recall that if X is a model category, Xop has a dual model structure in which (trivial) fibrations are
opposite of (trivial) cofibrations and weak equivalences are opposite of weak equivalences.

Definition B.2. A (closed) monoidal model category is a model category structure on a (closed) monoidal
category (V,⊗, I) which is such that

• The functor −⊗− : V×V→ V satisfies the pushout-product axiom.
• The map QI→ I induces a weak equivalence QI⊗ V → V for each V .

A symmetric monoidal model category is a model category structure on a symmetric monoidal category
which makes the underlying monoidal category into a monoidal model category.

Definition B.3. Let V be a monoidal model category. Let (X,HomX(−,−)) be a V-enriched category.
A V-enriched model structure on X is a model category structure on the underlying category of X that
is such that the functor

Homop
X : X×Xop → Vop

is a left Quillen bifunctor.

Note that in a V-enriched model category X, we have a tensor and cotensor functor:
V×X→ X, Vop ×X→ X

fitting into the usual two variables adjunction.

Definition B.4. Let (X,HomX) be a V-enriched category. Let T be a monad on X and X[T ] be the
category of T -algebras in catX. Let us define the following equalizer

HomX[T ](X,Y )→ HomX(X,Y ) ⇒ HomX(TX, Y )
where the top map is obtained by precomposition with the structure map TX → X and the bottom map
is the composition

HomX(X,Y )→ HomX(TX, TY )→ HomX(TX, Y )

Proposition B.5. Let V be a monoidal model category and (X,HomX) be a V-enriched model category.
Let X be a cofibrantly generated model category. If the category X[T ] can be given the transferred model
structure. Then X[T ] equipped with HomX[T ] is a V-enriched model category.
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Proof. Let f : U → V be a (trivial) cofibration and p : X → Y be a fibration in C[T ]. We want to show
that the obvious map

HomX[T ](V,X)→ HomX[T ](U,X)×HomX[T ](U,Y ) HomX[T ](V, Y )

is a (trivial) fibration in V. It suffices to do it for all generating (trivial) cofibration f . Hence it suffices
to do this for a free map f = Tm : TA → TB where m is a (trivial) cofibration in X. But then the
statement reduces to proving that

HomC(B,X)→ HomC(A,X)×HomC(A,Y ) HomC(B, Y )

is a (trivial) fibration which is true because C is a V-enriched model category. �

Proposition B.6. Let V be a cofibrantly generated monoidal model category. Let R be an associative
algebra in V whose underlying object is cofibrant or R be any associative algebra if V satisfies the monoid
axiom. Then the transferred model structure on the category ModR of right R-modules in V exists.
Moreover, if V is symmetric monoidal and R is a commutative algebra, ModR is a symmetric monoidal
model category for the relative tensor product −⊗R −. �.

Finally, if V is enriched over a monoidal model category W, then, so is ModR.

Proof. The existence of the model structure is straightforward and can be found in many sources (for
instance [SS00]). The fact about enrichments follows from B.5. �

Proposition B.7. If f : R → S is a map between associative algebras of V that are cofibrant in V or
any associative algebras if V satisfies the monoid axiom, then the functor f! : ModR →ModS sending
M to M ⊗R S is a Quillen left adjoint.

Moreover, if R and S are cofibrant in V and if weak equivalences in V are preserved under filtered
colimits, then, f! is a left Quillen equivalence if f is a weak equivalence.

Proof. The right adjoint of f! is the forgetful functor f∗ from ModS to ModR which obviously preserves
fibrations and weak equivalences. Hence f! is left Quillen.

Now, assume that f is a weak equivalence. We want to show that uM : M → M ⊗R S is a weak
equivalence if M is cofibrant. Clearly this is true for M of the form X ⊗ R with X cofibrant. Now
assume that uM is a weak equivalence for some M and let N be the pushout of X⊗R→M along a map
i⊗R : X ⊗R→ Y ⊗R where i is a cofibration in C. Then the map uN is the map

Y ⊗R tX⊗RM → Y ⊗ S tX⊗S M ⊗R S

Since i is a cofibration and R and S are V-cofibrant, both pushouts are homotopy pushouts. Therefore
the map uN is a weak equivalence. Finally since weak equivalences are preserved under filtered colimits by
assumption and under retract (because this is the case in any model category), uM is a weak equivalence
for any cofibrant object in ModR �

B.2. Homotopy colimits and bar construction. See [DHKS05] or [Shu06] for a general definition of
derived functors. We will use the following

Proposition B.8. Let X be a model category tensored over S and sX be the category of simplicial objects
in X with the Reedy model structure. Then the geometric realization functor

| − | : sX→ X

is left Quillen

Proof. See [GJ09, VII.3.6.]. �
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Proposition B.9. Let X be a simplicial model category, let K be a simplicial category and let F : K→ X
and W : Kop → S be simplicial functors. Then the Bar construction

B•(W,K, F )
is Reedy cofibrant if F is objectwise cofibrant.
Proof. See [Shu06]. �

Definition B.10. Same notation as in the previous proposition. Assume that X has a simplicial cofibrant
replacement functor Q. We denote by W ⊗L

K F the realization of the simplicial object
B•(W,K, F ◦Q)

Finally let us mention the following proposition which insures that having a simplicial cofibrant re-
placement diagram is not a strong restriction
Proposition B.11. Let X be a cofibrantly generated simplicial model category. Then X has a simplicial
cofibrant replacement functor.
Proof. See [BR12, theorem 6.1.]. �

B.3. Model structure on symmetric spectra. Let E be a an associative algebra in symmetric spectra.
Then ModE has (at least) two simplicial cofibrantly generated model category structures in which the
weak equivalences are the stable equivalences of the underlying symmetric spectrum:

• The positive model structure that we denote ModE .
• The absolute model structure that we denote ModaE .

Moreover if E is commutative, both are closed symmetric monoidal model categories.
The identity functor induces a Quillen equivalence

ModE � ModaE
Both model structures have their advantages. The absolute model structure has more cofibrant objects

(for instance E itself is cofibrant which is often convenient). On the other hand the positive model
structure has fewer cofibrant objects but a very well-behaved monoidal structure.

Appendix C. Operads and modules

C.1. Colored operad. In this paper, we call operad a symmetric colored operads in simplicial sets (also
called a multicategory). When we want to specifically talk about operads with only one object, we say
“one-object operad”. If M is an operad, we write

M({mi}i∈I ;n)
for the space of operations from the set of the mi’s to n.

Recall that any symmetric monoidal category can be seen as an operad:
Definition C.1. Let (A,⊗, IA) be a small symmetric monoidal category enriched in S. Then A has an
underlying operad UA whose objects are the objects of A and whose spaces of operations are given by

UA({ai}i∈I ; b) = MapA(
⊗
i∈I

ai, b)

The construction A 7→ UA sending a symmetric monoidal category to an operad has a left adjoint.
The underlying category of the left adjoint applied to M is M. A construction of that left adjoint is given
in the first section of [Hor13].

We define an algebra over an operad M with value in a symmetric monoidal category (C,⊗, IC) as
a morphism of operad M → UC. Equivalently, an M-algebra in C is a symmetric monoidal functor
M→ C. We will use the same notation for the two objects and allow oursleves to switch between them
without mentioning it.
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C.2. Right modules over operads.

Definition C.2. Let M be an operad. A right M-module is a simplicial functor
R : Mop → S

When O is a single-object operad, we denote by ModO the category of right modules over O.

Let Σ be the category whose objects are the finite sets {1, . . . , n} with n ∈ Z≥0 and morphisms are
bijections. Σ is a symmetric monoidal category for the disjoint union operation.

Let I be the initial one-object operad (i.e. I(1) = ∗ and I(k) = ∅ for k 6= 1). It is clear that the free
symmetric monoidal category associated to I is the category Σ. Let O be an operad and O be the free
symmetric monoidal category associated to O. By functoriality of the free symmetric monoidal category
construction, there is a symmetric monoidal functor Σ→ O which induces a functor

Fun(Oop,S)→ Fun(Σop,S)
Recall the definition of the Day tensor product:

Definition C.3. Let (A,�, IA) be a small symmetric monoidal category, then the category Fun(A,S)
is a symmetric monoidal category for the operation ⊗ defined as the following coend:

F ⊗G(a) = A(−�−, a)⊗A×A F (−)×G(−)

Now we can make the following proposition:

Proposition C.4. Let O be a single-object operad. The category of right O-modules has a symmetric
monoidal structure such that the restriction functor

Fun(Oop,S)→ Fun(Σop,S)
is symmetric monoidal when the target is equipped with the Day tensor product.

Proof. We have the following identity for three symmetric sequences in S (see [Fre09] 2.2.3.):
(M ⊗N) ◦ P ∼= (M ⊗ P ) ◦ (N ⊗ P )

If P is an operad, this identity gives a right P -module structure on the tensor product M ⊗N . �

The category ModO is a symmetric monoidal category tensored over S. Therefore if P is another
operad, we can talk about the category ModO[P].

It is easy to check that the category ModO[P] is isomorphic to the category of P-O-bimodules in the
category of symmetric sequences in S.

From now on, we assume that C is cocomplete and that the tensor product preserves colimits in both
variables.

Any right module R over a single-object operad O gives rise to a functor C[O]→ C
A 7→ R ◦O A = coeq(R ◦ O(A) ⇒ R(A))

Proposition C.5. There is an isomorphism
R ◦O A ∼= R⊗O A

�

Proposition C.6. Let α : M → N a map of operads, the forgetful functor C[N] → C[M] has a left
adjoint α!.

For A ∈ C[M], the value at the object n of Col(N) of α!A is given by
α!A(n) = N(α(−), n)⊗M A(−)

�
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Proof. See [Hor13, Proposition 1.15]. �

Proposition C.7. Let R be a P-algebra in ModO. The functor A 7→ R◦OA factors through the forgetful
functor C[P]→ C. �

C.3. Homotopy theory of operads and modules.

Definition C.8. A map f : M→ N is said to be an equivalence, if
• For any finite collection of objects {xi} in Ob(M) and y in Ob(M), the induced map

M({xi}; y)→ N({f(xi)}; f(y))
is a weak equivalence.

• The induced map Ho(M(1))→ Ho(N(1)) is essentially surjective.

We write C for ModE the category of right modules over a commutative monoid in symmetric spectra.
We write C in order to emphasize that the results hold more generally. However the argument are slightly
different in each cases. For instance, one could work in Ch∗(R), the category of chain complexes over
a commutative Q-algebra R. However, this category is not stricly speaking a simplicial category. The
functor X 7→ C∗(X,R) however is lax monoidal and in many respects the category Ch∗(R) behaves as a
simplicial category for the “simplicial” structure given by

Map(C∗, D∗)n = Ch∗(R)(C∗ ⊗ C∗(∆[n]), D∗)
Similarly, our result remain true for symmetric monoidal model categories like S, sModR, the category

of simplicial modules over a commutative ring R or sSh(T) the category of simplicial sheaves over a site
T with its injective model structure. However, in those cases, one has to restrict to Σ-cofibrant operads
and right modules.

If E is a commutative monoid in the category Spec of symmetric spectra, we define ModE to be the
category of right modules over E equipped with the positive model structure (see [Sch07] for a definition
of the positive model structure). This category is a closed symmetric monoidal left proper simplicial
model category. There is another model structure called the absolute model structure ModaE on the
same category with the same weak equivalences but more cofibrations. In particular, the unit E is
cofibrant in ModaE but not in ModE . The model category ModaE is also a symmetric monoidal left
proper simplicial model category.

The following two theorems can be found in [PS14].

Theorem C.9. Let E be a commutative symmetric ring spectrum. Then the positive model structure on
ModE is such that for any operad M, the category ModE [M] has a model structure in which the weak
equivalences and fibrations are colorwise. Moreover if A is a cofibrant algebra over an operad M, then A
is cofibrant for the absolute model structure.

Moreover, this model structure is homotopy invariant:

Theorem C.10. Let α : M→ N be a weak equivalence of operads. Then the adjunction
α! : ModE [M] � ModE [N] : α∗

is a Quillen equivalence.

We want to study the homotopy invariance of coends of the form P ⊗M A for A an M-algebra and P
a right module over M.

Proposition C.11. Let M be an operad and let M be the PROP associated to M. Let A : M → C be
an algebra. Then

(1) Let P : Mop → S be a right module. Then P ⊗M− preserves weak equivalences between cofibrant
M-algebras.
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(2) If A is a cofibrant algebra, the functor −⊗M A is a left Quillen functor from right modules over
M to C with the absolute model structure.

(3) Moreover the functor −⊗M A preserves all weak equivalences between right modules.

Proof. See [Hor13, Proposition 2.8.] �

Given a map of operad α : M → N, proposition C.6 insures that the operadic left Kan extension α!
applied to an algebra A over M coincides with the left Kan extension of the functor A : M→ C. We call
the latter the categorical left Kan extension of A.

The following propostion insures that the left derived functors of these two functors coincide.

Proposition C.12. Let α : M→ N be a morphism of operads. Let A be an algebra over M. The derived
operadic left Kan extension Lα!(A) is weakly equivalent to the homotopy left Kan extension of A : M→ C
along the induced map M→ N.

Proof. See [Hor13, Proposition 2.9.]. �
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